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Welcome Message from the iSAI-NLP 2019
General Chairs

Welcome all presenters, participants, and contributors to the Fourteenth International Joint Symposium on Artificial Intelligence and Natural Language Processing (iSAI-NLP 2019) held at Chiang Mai, Thailand from 30 October 2019 to 1 November 2019. We would like to show our sincere gratitude to your great corporation and contribution to iSAI-NLP 2019.

iSAI-NLP, formerly called SNLP until 2016, has survived for 26 years in this fast developing research area of Natural Language Processing and Artificial Intelligence in general. The First SNLP was held in Bangkok, hosted by Chulalongkorn University, in 1993, aiming to promote and improve Thai, though not limited to it, research on natural language processing. Since then, subsequent symposia were held by Kasetsart University in Bangkok (1995), Asian Institute of Technology in Phuket (1997), King Mongkut’s University of Technology Thonburi in Chiang Mai (2000), SIIT, Thammasat University in Hua Hin (2002), Chulalongkorn University in Chiang Rai (2005), Kasetsart University in Pattaya (2007), Dhurakij Pundit University in Bangkok (2009), King Mongkut’s Institute of Technology Ladkrabang in Bangkok (2011), SIIT in Phuket (2013), Thammasat University in Ayutthaya (2016), King Mongkut’s University of Technology Thonburi and Rangsit University in Hua Hin (2017), and Mahidol University in Pattaya (2018). Following this long tradition, iSAI-NLP2019 is hosted by Muban Chombueng Rajabhat University, the Center of Excellence in Community Health Informatics, Chiang Mai University, Sirindhorn International Institute of Technology, Thammasat University, Thammasat University, Mahidol University, National Electronics
and Computer Technology Center (NECTEC), and Artificial Intelligence Association of Thailand (AIAT).

According to the recent flourishing of a variety of research on AI and NLP, iSAI-NLP 2019 holds five tracks: Natural Language Processing; Robotics, IoT and Embedded System; Data Analytics and Machine Learning; Signal, Image and Speech Processing; and Smart Industrial Technologies, together with the co-located International Exhibition of Inventions of Thailand (IEIT2019). Thus iSAI-NLP 2019 covers all important topics in AI and NLP.

We would like to express our sincere appreciation to our sponsors and supporters for their valuable supports, particularly Phetchaburi Rajabhat University, Electricity Generation Authority of Thailand, iApp Technology, and IEEE Thailand Section; three distinguished keynote speakers for their invaluable talks, Addoc. Prof. Dr. Charturong Tantibundhit, Dr. Ryota Yamanaka, and Prof. Dr. Hiroaki Oagata; all organizing committee members for their hard work; and most importantly all presenters and participants for their research presentations and discussions.

We hope that iSAI-NLP 2019 will the place again to know the frontier of AI and NLP research, to meet new acquaintances, to reunite old friends, and to enjoy active research discussion in a famous cultural city of Chiang Mai, Thailand. See you all there.

October 2019

The iSAI-NLP 2019 General Co-Chairs

Thanaruk Theeramunkong
(SIIT, Thammasat University, Thailand)

Thepchai Supnithi
(National Electronics and Computer Technology Center, Thailand)

Kiyota Hashimoto
(Prince of Songkla University, Thailand)
Welcome Message from the iSAI-NLP 2019 Program Chairs

On behalf of the Technical Program Committee, we are pleased to welcome you to the 2019 edition of International Joint Symposium on Artificial Intelligence and Natural Language Processing (iSAI-NLP). iSAI-NLP 2019 is the fourteenth conference in the series of the international symposium on NLP (SNLP) started in 1993. This year, it is held in Chiang Mai, Thailand from October 30th to November 1st in conjunction with the 1st International Exhibition of Inventions of Thailand 2019 (IEIT 2019). We hope the participants of both events, iSAI-NLP and IEIT, to have a great time for intellectual exchange in Chiang Mai.

iSAI-NLP 2019 has 5 tracks namely NLP; Robotic, IoT and Embedded System; Data Analytic and Machine Learning; Signal, Image and Speech Processing; Smart Industrial Technologies. We have received 79 submissions from various countries including Thailand, India, The Philippines, USA, China, Bangladesh, and Japan. All the submissions are rigorously reviewed by at least three anonymous reviewers, and finally we have accepted 69 submissions; 49 regular papers and 20 short papers. This builds up to 88% acceptance rate. To this end, we would like to express our gratitude to all reviewers that spent their valuable time reviewing and evaluating the submitted papers.

This year, we are pleased to have three interesting keynote speakers namely Associate Professor Charturong Tantibundhit, Dr. Ryota Yamanaka and Professor Hiroaki Ogata. We are honored by their presence. We would also like to express our sincere gratitude to our honorary co-chairs Professor Vilas Wuwongse, Professor Yoshinori Sagisaka, Assistant Professor Chairit Siladech and Professor Nicolai Petkov. The organization of this conference would be different.
without their invaluable advice and support. Furthermore, we would like to show our appreciation to the iSAI-NLP team that worked hard to organize this conference. This includes our general co-chairs, Professor Thanaruk Theeramunkong, Dr. Thepchai Supnithi, and Dr. Kiyota Hashimoto; publication co-chairs, Thodsaporn Chay-intr, Jiragorn Chalermdit, and Nawarat Wittayakhom; technical programs chairs of all tracks; the organizing committee members, international committee members, financial co-chairs, and secretary generals. Moreover, we would like to thank our hosts, co-hosts, and local-host: Artificial Intelligence Association of Thailand (AIAT), Muban Chombueng Rajabhat University (MCRU, Thailand), Thammasat University (TU, Thailand), Sirindhorn International Institute of Technology (SIIT, TU, Thailand), Mahidol University (MU, Thailand), National Electronics and Computer Technology Center (NECTEC, Thailand), and Center of Excellence in Community Health Informatics, Chiang Mai University (CMU, Thailand). In addition, we would like to thank all sponsors for their generous support.

Last but not least, we would like to express our greatest gratitude to all the authors who have submitted their valuable works, to those who join the conference and to all other iSAI-NLP participants. Thank you for your effort, for your time, and kindness.

October 2019

The iSAI-NLP 2019 Program Co-Chairs
Sanparith Marukatat
(National Electronics and Computer Technology Center, Thailand)

Itsuo Kumazawa
(Tokyo Institute of Technology, Japan)
Welcome Message from the iSAI-NLP 2019 Organizing Committees

It is our great honor that the 14th International Joint Symposium on Artificial Intelligence and Natural Language Processing (iSAI-NLP 2019) at the Kantary Hills Hotel, Chiang Mai, Thailand during October 30-November 1, 2019. The iSAI-NLP 2019 will trigger an opportunity for professors, researchers, practitioners, junior researchers, and students to exchange ideas, methods, insights, and current research progresses. Hosted by MubanChombuengRajabhat University with great support from Artificial Intelligence Association of Thailand (AIAT).

The response to our initial call for paper was overwhelming with more than 80 papers submitted from 12 countries. After rigorous review of all the papers by at least three expert reviewers each, 48 papers were accepted for presentation with an acceptance ratio of about 60 percent. We have organized the program into a number of technical sessions, keynote presentations, and tutorials. The technical sessions cover a wide range of topics related to natural language processing, robotics, IoT and embedded system, data analytics and machine learning, signal, image and speech processing and smart industrial technologies.

The conference will be preceded by four major tutorials on October 30. The first tutorial will be given by Prof.Dr. Hiroaki Ogata, on “Connecting formal and informal learning through learning evidence and analytics framework.” while the second tutorial will be given by Dr. Ryota Yamanaka, from Oracle Corporation, Thailand, on "DNA sequence analysis and its reproducible platform, Network analysis and semantic technologies". The Third is given by Prof.Dr.Itsuo Kamazawa,
on –Evaluation of deep learning techniques for detecting lesion areas in MRI and X ray images, and the last will be given by Assistant Professor Dr. Charturong Tantibundhit, on "Artificial Intelligence for Medical Screening: Research and Innovation in Low-resource Settings".

As chair of the organizing committee, we would like to express our sincere appreciation to all committee members, presenters, reviewers, organizing teams, including secretaries and staffs, for their dedication and hard work behind the scene to make this a truly successful international conference. We sincerely hope that all of you enjoy this remarkable event. We look forward to seeing and discussing with you at the iSAI-NLP 2019.
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Keynote/Invited/Guest Speakers
iSAI-NLP 2019 keynote Speaker

Professor. Dr. Hiroaki Ogata
Professor, Academic Center for Computing and Media Studies, and the Graduate School of Informatics, Kyoto University

Title of the talk: Connecting formal and informal learning through learning evidence and analytics framework

Abstract:
The multi-disciplinary research approach of Learning Analytics (LA) has been providing methods to understand learning logs collected during varied teaching-learning activities and potentially enrich such experiences. However, LA is mainly focusing on formal learning in classrooms. This talk will explain how technology can help to entwine formal and informal learning and to extract evidence of effective teaching-learning practices by applying LA and developing novel techniques. It focuses discussions on realizing a technology enhanced evidence-based education and learning (TEEL) system. This talk will propose the Learning Evidence Analytics Framework (LEAF) and draw a research roadmap of an educational big data driven evidence-
based education system. Teachers can refine their instructional practices, learners can enhance learning experiences and researchers can study the dynamics of the teaching-learning process with it. While LA platforms gather and analysis the data, there is the lack of a specific design framework to capture the technology enhanced teaching-learning practices. Finally, this talk will present the research challenges to smart evidence-based education.

**Research Interests:** Learning Analytics, Educational data science, evidence-driven education

**Bibliography:**

Hiroaki Ogata is a Professor at the Academic Center for Computing and Media Studies, and the Graduate School of Informatics, Kyoto University, Japan. His research includes Computer Supported Ubiquitous and Mobile Learning, CSCL, CSCW, CALL, and Learning Analytics. He has published more than 300 peer-reviewed papers including SSCI Journals and international conferences. He has received several Best Paper Award and gave keynote lectures in several conferences.

**Contact Information:**

Prof. Dr. Hiroaki Ogata

Academic Center for Computing and Media Studies,

Graduate School of Informatics, Kyoto University

Phone: +81-75-753-9052
Fax: +81-75-753-9053
E-mail: hiroaki.ogata@gmail.com
Title of the talk: Graph Database for AI

Abstract:
Graph database is one of the emerging database management systems, whose data model is based on mathematical graph, consists of nodes and edges. Because of its capability to represent complex data, graph database is expected to become a new data management platform in AI fields. In machine learning, since graph data is a rich data source to train predictive models, new methods are recently proposed to take graph data as input of machine learning. Graph database provides graph data for such algorithms as well as generates graph-based features for conventional algorithms. In semantic web, more information has become available in the form of knowledge graphs. Graph database is suitable to populate such graph data keeping its semantic information, and it enables us to run high-response queries
as well as graph-based algorithms to analyze the data. In this talk, I will present the introduction of graph database and its usage in AI systems. I will also discuss its actual use cases from industrial perspective.

**Keywords:** Graph Database, Machine Learning, Semantic Web

**Research Interests:** DNA sequence analysis and its reproducible platform, Network analysis and semantic technologies.

**Bibliography:**

Dr. Ryota Yamanaka is a senior solutions consultant in big data & analytics at Oracle Corporation Thailand. He received his bachelor’s degree in computer science from Tokyo Institute of Technology (2007), his master’s degree in bioinformatics from King's College London (2011), and his PhD in genome science from The University of Tokyo (2015). He also worked as a database consultant for Oracle Corporation Japan, during 2007 - 2010. His interest includes bioinformatics, database, and semantic web.

**Contact Information:**

Dr. Ryota Yamanaka  
Solutions Consultant, Big Data and Analytics  
Oracle Corporation Thailand  
E-mail: ryota.yamanaka@oracle.com  
Phone: +66-6-3373-5925
iSAI-NLP 2019 keynote Speaker

Professor. Dr. Itsuo Kamazawa
Laboratory for Future Interdisciplinary Research of Science and Technology,
Institute of Innovative Research Tokyo Institute of Technology

Title of the talk: Advanced in Human-Computer Interface

Abstract:

This talk is related to technologies for human interface with a few demonstrations. These technologies are applied to gaming including serious games, virtual reality and any situation where human and machine interaction is needed. Talks and demonstration with collaborating students in the ultrafast image sensing to minimize latency in generating feedback for virtual reality system. Compared to the original method, the innovative device for image sensing that combines the ultrafast optical image sensor that is used in the computer mouse and the Leap Motion to detect the very quick motion of the human hand and the fingers. This technique is essential to improve the reality and usability of virtual reality applications. The talk also includes brain machine interface to control machines or
systems by brain activities, and haptic technologies with haptic sensing and feedback devices to provide realistic information. Several demos are provided to facilitate fruitful discussions on multimodal human-computer interfaces in gaming context.

**Keywords:** Artificial Neural Networks, Human Interface, Pattern Recognition, and Image Processing

**Bibliography:**

ItsuoKumazawa received Bachelor of Engineering in Electrical and Electronic Engineering from Tokyo Institute of Technology (TIT) in 1981, Master of Engineering, and Doctor of Engineering in Computer Science from Tokyo Institute of Technology (TIT) in 1983, and 1986, respectively. In 1986, he started his academic career as Assistant Professor in TIT, where he became Associate Professor in 1990. Currently, he is a Professor in the Institute of Innovative Research at TIT. Dr. Kumazawa has published research papers in the fields of Artificial Neural Networks, Human Interface, Pattern Recognition, and Image Processing. He received grants from JSPS, JST and a number of private funds. He is a member of IEICE, IPSJ, ITE and IEEE and received awards from these academic societies such as the “best demo award” in the IEEE virtual reality conference in 2013.

**Contact Information:**

Prof. Dr. ItsuoKamazawa
Imaging Science and Engineering Research Center
Information Processing Department
Tokyo Institute of Technology
E-mail: kumazawa.i.aa@m.titech.ac.jp
iSAI-NLP 2019 keynote Speaker

Charturong Tantibundhit
Associate Professor (Department of Electrical and Computer Engineering), Thammasat University

Title of the talk: Artificial Intelligence for Medical Screening: Research and Innovation in Low-resource Settings

Abstract:
Artificial Intelligence (AI) has been applied to a lot of medical applications especially for disease screening and diagnosis. One objective is to support medical staffs especially in developing countries, where medical experts and resources are very limited. As a result, patients can have medical screening and can receive medical treatment on time reducing disability and loss of life. Our research group, emphasized in AI in medicine, have collaborated on interdisciplinary research and development of medical innovations using resources available in Thailand. Our ultimate goal is to facilitate physicians, public health officers, and people in medical screening...
and diagnosis, focusing on the major diseases, e.g., stroke, Alzheimer’s, learning disability, diabetic retinopathy, aged-macular degeneration, glaucoma, cytomegalovirus retinitis, cervical cancer, skin cancer, lung cancer, and tuberculosis that are affecting majority people around the world. Based on our continuous dedication for more than 10 years, we have developed a lot of innovative medical products with world class quality. These innovations have high impacts resulting in the better quality of life of Thai people. Our research work and innovations have been perceived as one of the best research groups in Thailand as shown by awards received nationally and internationally. Moreover, our research group is only one that won the Grand Prize in International Exhibition of Inventions of Geneva, Switzerland recognized as the world’s largest exhibition of inventions. Finally, our research work and innovations have been published in the world leading international journals.

**Research Interests:** Speech Enhancement, Tonal-speech Perception, Signal Processing for Cochlear Implants, Pattern Recognition and Machine Learning

**Bibliography:**

CHARTURONG TANTIBUNDHIT received the B.E. degree in electrical engineering from Kasetsart University, Bangkok, Thailand, in 1996, and the M.S. degree in information science and Ph.D. degree in electrical engineering from the University of Pittsburgh, Pittsburgh, PA, USA, in 2001 and 2006, respectively. Since 2006, he has been with Thammasat University, Thailand, where he is currently an Associate Professor with the Department of Electrical and Computer Engineering and the Head of the Speech and Language Technology Cluster, Center of Excellence in Intelligence Informatics, Speech and Language Technology, and Service Innovation. From 2007 to 2008, he was a Post-Doctoral Researcher with the Signal Processing and
Speech Communication Laboratory, Graz University of Technology, Graz, Austria. He was an IEEE ICASSP Student Paper Contest Winner in 2006. He led a team to win the Grand Prix of the 45th International Exhibition of Inventions of Geneva in 2017. His research interests include handcrafted machine learning and deep learning in medicine, biomedical signal processing, and speech processing.

**Contact Information:**

Associate Prof. Dr. Charturong Tantibundhit  
Department of Electrical and Computer Engineering,  
Faculty of Engineering, Thammasat University Rangsit Campus, Khlong Luang, Pathum Thani 12120  
Phone: +66-2-564-3213  
Fax: +66-2-564-3010  
E-mail: tchartur@engr.tu.ac.th
<table>
<thead>
<tr>
<th>Time</th>
<th>Room</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>08:00-09:00</td>
<td></td>
<td><strong>Opening Ceremony</strong> (NAIT, MCRU, CMU)<strong>(Photo Session: 09:20)</strong></td>
</tr>
<tr>
<td>09:00-14:00</td>
<td></td>
<td><strong>Keynote III</strong> Graphics Basics for AI Systems by Yumiko Yamane (Oracle Corporation Thailand)<strong>(Chair: Prachya Boonkoon, NECTEC, Thailand)</strong></td>
</tr>
<tr>
<td>14:30-16:00</td>
<td></td>
<td><strong>Keynote IV</strong> Advanced Human-Computer Interfaces by Isao Kosonozawa (Tokyo Institute of Technology)<strong>(Chair: Kiyotaka Hashimoto, PBSC, Thailand)</strong></td>
</tr>
<tr>
<td>16:30-18:30</td>
<td></td>
<td><strong>Conference Overall Schedule</strong></td>
</tr>
</tbody>
</table>
| 18:00-22:00  |      | **Banquet (Hallroom II)** **Conference Report & Paper Awards & Presentation Awards & Local Chairs & Session Chair Contribution Awards & iSAI-NLP 2020 Announcement** (09:00-21:00)**(Chair: Prachya Boonkoon and Polppong Songruang)** (Award Committee Secretary: Chittima Boonkla)
## Track 1: Natural Language Processing.

<table>
<thead>
<tr>
<th>No.</th>
<th>Session</th>
<th>Paper ID / Paper Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R1 group 1</td>
<td>R1-01 The First Wikipedia Questions and Factoid Answers Corpus in the Thai Language</td>
</tr>
<tr>
<td>2</td>
<td>R1 group 1</td>
<td>R1-04 Descriptive Feedback on Interns' Performance using a text mining approach</td>
</tr>
<tr>
<td>3</td>
<td>R1 group 1</td>
<td>R1-05 Inferential Statistics and Multi-level Label Embedding for Chinese News Headline Classification</td>
</tr>
<tr>
<td>4</td>
<td>R1 group 1</td>
<td>R1-14 Dialogue Breakdown Detection for Understanding Conversations with Deep Learning</td>
</tr>
<tr>
<td>5</td>
<td>R1 group 1</td>
<td>R1-19 Hierarchical Attention Model for Acquiring Relationships Among Sentences</td>
</tr>
<tr>
<td>6</td>
<td>R1 group 2</td>
<td>R1-27 Thai Keyword Extraction using TextRank Algorithm</td>
</tr>
<tr>
<td>7</td>
<td>R1 group 2</td>
<td>R1-30 Thai – English Translation Performance of Transformer Neural Machine Translation</td>
</tr>
<tr>
<td>8</td>
<td>R1 group 2</td>
<td>R1-34 PLATEL: Annotation-tool for creating Thai placenames corpus</td>
</tr>
<tr>
<td>9</td>
<td>R1 group 2</td>
<td>R1-37 An Effect of Using Deep Learning in Thai-English Machine Translation Processes</td>
</tr>
<tr>
<td>10</td>
<td>R1 group 2</td>
<td>R1-40 Natural Language Processing</td>
</tr>
<tr>
<td>11</td>
<td>R1 group 3</td>
<td>R1-49 Creating Awareness of Incorrect English Pronunciation in Thai Elementary School Students using the Detect-It App English</td>
</tr>
<tr>
<td>12</td>
<td>R1 group 3</td>
<td>R1-52 Review Rating Prediction with Sentiment Process Classification</td>
</tr>
<tr>
<td>13</td>
<td>R1 group 3</td>
<td>R1-56 Parking Thai Social Data: A New Challenge for Thai NLP</td>
</tr>
<tr>
<td>14</td>
<td>R1 group 3</td>
<td>R1-67 Using Noise Filtering and Ensemble Method for Sentiment Analysis on Thai Social Data</td>
</tr>
<tr>
<td>15</td>
<td>R1 group 3</td>
<td>R1-69 A Framework of Computer-Based Learning System Based on Self-Regulated Model in English Writing</td>
</tr>
<tr>
<td>16</td>
<td>R1 group 3</td>
<td>R1-73 Using Conceptual Graph to Represent Semantic Relation of Thai Facebook Posts in Marketing</td>
</tr>
<tr>
<td>17</td>
<td>R1 group 3</td>
<td>R1-77 Statistical Machine Translation between English and Khmer</td>
</tr>
<tr>
<td>18</td>
<td>R1 group 3</td>
<td>R1-78 A Supportive Environment for Knowledge Construction based on Semantic Web Technology: A Case Study in a Cultural Domain</td>
</tr>
</tbody>
</table>

## Track 2: Robotics, IoT and Embedded System.

<table>
<thead>
<tr>
<th>No.</th>
<th>Session</th>
<th>Paper ID / Paper Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R2 group 1</td>
<td>R2-08 Sono Based Dynamic Traffic Simulation for intelligence Traffic Management System</td>
</tr>
<tr>
<td>2</td>
<td>R2 group 1</td>
<td>R2-10 R-Cane: A Mobility Aid for Visually Impaired</td>
</tr>
<tr>
<td>3</td>
<td>R2 group 1</td>
<td>R2-35 Design and Fabrication of an Affordable SCARA 4-DOF Robotic Manipulator for Pick and Place Objects</td>
</tr>
<tr>
<td>4</td>
<td>R2 group 1</td>
<td>R2-56 Design and Implementation of an Inductive Solar Powered 4-DOF Robotic Manipulator Controlled Unmanned Ground Ve</td>
</tr>
<tr>
<td>5</td>
<td>R2 group 1</td>
<td>R2-58 Classification of Depressed Speech Samples using Spectral Energy Ratios as Depression Indicator</td>
</tr>
<tr>
<td>6</td>
<td>R2 group 1</td>
<td>R2-67 Characterizing Depressive Speech with MFCC</td>
</tr>
</tbody>
</table>

## Track 3: Data Analytics and Machine Learning.

<table>
<thead>
<tr>
<th>No.</th>
<th>Session</th>
<th>Paper ID / Paper Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R3 group 1</td>
<td>R3-07 Computing Effectiveness of Six Text Classifiers for Predicting Stock Price Direction of SET</td>
</tr>
<tr>
<td>2</td>
<td>R3 group 1</td>
<td>R3-10 Deep Neural Network Pretrained by a Support Vector Machine</td>
</tr>
<tr>
<td>3</td>
<td>R3 group 1</td>
<td>R3-15 Novel Index of the similarity between hand-drawn sketches for machine learning</td>
</tr>
<tr>
<td>4</td>
<td>R3 group 1</td>
<td>R3-17 Optical-based Limit Order Book Modelling using Deep Neural Networks</td>
</tr>
<tr>
<td>5</td>
<td>R3 group 1</td>
<td>R3-26 Predicting System for the Behavior of Consumer Buying Personal Car Decision by Using SM</td>
</tr>
<tr>
<td>6</td>
<td>R3 group 1</td>
<td>R3-24 Parameterized Minutiae Analysis for Generating Secured Fingerprint Template</td>
</tr>
<tr>
<td>7</td>
<td>R3 group 1</td>
<td>R3-25 Anomaly Detection by Example Word Spelling with Fuzzy Word Sizes</td>
</tr>
<tr>
<td>8</td>
<td>R3 group 2</td>
<td>R3-36 TLID: A Light-weight Traffic Visualization System for DDoS Detection</td>
</tr>
<tr>
<td>9</td>
<td>R3 group 2</td>
<td>R3-37 Combining Extreme Multi-label Classification and Principal Label Space Transformation for Gold Start Thread Recommend</td>
</tr>
<tr>
<td>10</td>
<td>R3 group 2</td>
<td>R3-42 Analyzing the size and shape of the kidney using deep learning techniques</td>
</tr>
<tr>
<td>11</td>
<td>R3 group 2</td>
<td>R3-45 Predicting Chance of Success on Epileptic Membrane Surgery using Deep Learning</td>
</tr>
<tr>
<td>12</td>
<td>R3 group 2</td>
<td>R3-54 Efficient verification systems based on histogram of oriented gradients and deep learning techniques</td>
</tr>
<tr>
<td>13</td>
<td>R3 group 3</td>
<td>R3-59 Predictive Analytics of Various Factors Influencing Gold Prices in Thailand using ARIMA Model on R</td>
</tr>
<tr>
<td>14</td>
<td>R3 group 3</td>
<td>R3-62 Development of an Alerting System for Spread of Brown Plant Hoppers to prophy using Unmanned Aerial Vehicle and a</td>
</tr>
<tr>
<td>15</td>
<td>R3 group 3</td>
<td>R3-65 Bandit Matless Linear Classification for the Group Linear Separable Case</td>
</tr>
<tr>
<td>16</td>
<td>R3 group 3</td>
<td>R3-67 A Classification Model for Thai Statement Sentiments by deep learning techniques</td>
</tr>
<tr>
<td>17</td>
<td>R4 group 3</td>
<td>R4-09 The analysis for quantitative evaluation of palpation skills in maternity nursing</td>
</tr>
<tr>
<td>18</td>
<td>R4 group 4</td>
<td>R4-61 Predicting Drug Safe Quantity using Machine Learning</td>
</tr>
<tr>
<td>19</td>
<td>R4 group 4</td>
<td>R4-62 Analyzing behavior in nursing training toward grasping trainer’s situation remotely</td>
</tr>
<tr>
<td>20</td>
<td>R4 group 4</td>
<td>R4-79 Predicting business alliance factors that affect community enterprise performance</td>
</tr>
<tr>
<td>21</td>
<td>R4 group 4</td>
<td>R4-77 Gender Recognition from Facial Images using Local Gradient Feature Description</td>
</tr>
<tr>
<td>22</td>
<td>R4 group 4</td>
<td>R4-79 Develop the Framework Concept for Hybrid Indoor Navigation for Monitoring Inside Building using Quectelchip</td>
</tr>
<tr>
<td>23</td>
<td>R4 group 4</td>
<td>R4-80 RSU Database Clustering for Oil and Gas News Articles</td>
</tr>
</tbody>
</table>

## Track 4: Signal, Image and Speech Processing.

<table>
<thead>
<tr>
<th>No.</th>
<th>Session</th>
<th>Paper ID / Paper Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R4 group 1</td>
<td>R4-06 Improving Voice Activity Detection by using Denoising-Based Techniques with Convolutional LSTM</td>
</tr>
<tr>
<td>2</td>
<td>R4 group 1</td>
<td>R4-11 Roadway Lane Detection for Autonomous Driving Vehicles via Deep Learning</td>
</tr>
<tr>
<td>3</td>
<td>R4 group 1</td>
<td>R4-12 A combined method for detecting seven segment digit detection on medical devices</td>
</tr>
<tr>
<td>4</td>
<td>R4 group 1</td>
<td>R4-36 Thai Vowels Speech Recognition using Convolutional Neural Networks</td>
</tr>
<tr>
<td>5</td>
<td>R4 group 1</td>
<td>R4-46 Object Distance Estimation with machine learning algorithms for Stereo Vision</td>
</tr>
<tr>
<td>6</td>
<td>R4 group 2</td>
<td>R4-62 Automatic Football Match Event Detection from the Scoreboard using a Single-Shot MultiBox Detector</td>
</tr>
<tr>
<td>7</td>
<td>R4 group 2</td>
<td>R4-63 A Light-weight Deep Convolutional Neural Network for Speech Emotion Recognition using Waveform Spectrograms</td>
</tr>
<tr>
<td>8</td>
<td>R4 group 2</td>
<td>R4-65 Design and Implementation of A Smart Shopping Basket Based on IoT Technology</td>
</tr>
<tr>
<td>9</td>
<td>R4 group 2</td>
<td>R4-71 Adaptive e-Learning Recommendation Model Based on Multiple Intelligence</td>
</tr>
<tr>
<td>10</td>
<td>R4 group 2</td>
<td>R4-79 DOSS Attack Detection &amp; Prevention in SDN using OpenFlow Statistics</td>
</tr>
</tbody>
</table>

## Track 5: Smart Industrial Technologies.

<table>
<thead>
<tr>
<th>No.</th>
<th>Session</th>
<th>Paper ID / Paper Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R5 group 1</td>
<td>R5-13 Synchronization Control for Microgrid Seamless Reconnection</td>
</tr>
<tr>
<td>2</td>
<td>R5 group 1</td>
<td>R5-21 An Efficiency Comparison for Predicting of Educational Achievement Based on LSTM</td>
</tr>
<tr>
<td>3</td>
<td>R5 group 1</td>
<td>R5-22 Prediction Model for Amphoteric Behaviors Based on Bayes Network Classifier</td>
</tr>
<tr>
<td>4</td>
<td>R5 group 1</td>
<td>R5-33 The Development of a Model to Predict Marbling Score for fattening Kerpiang Seam Beef Breed using Data Mining</td>
</tr>
<tr>
<td>5</td>
<td>R5 group 1</td>
<td>R5-42 Intelligent Credit Rating Risk Prediction System Based on Customer's Behavior By Using Machine Learning</td>
</tr>
<tr>
<td>6</td>
<td>R5 group 2</td>
<td>R5-61 Development of Fun First Game Applications for Special Children on Smart Devices</td>
</tr>
<tr>
<td>7</td>
<td>R5 group 2</td>
<td>R5-62 The Development of Intelligent Models for Health Classification</td>
</tr>
<tr>
<td>8</td>
<td>R5 group 2</td>
<td>R5-63 Automatic Envelope Sorting Using the Template Matching Technique</td>
</tr>
<tr>
<td>9</td>
<td>R5 group 2</td>
<td>R5-64 Smart Industrial Technologies Interactive LED Table</td>
</tr>
<tr>
<td>10</td>
<td>R5 group 2</td>
<td>R5-67 The Development of Eye Tracking System in Smartphone for Disabled Arm Person</td>
</tr>
<tr>
<td>11</td>
<td>R5 group 2</td>
<td>R5-70 Short-circuit and Over Current Notification in Sub-transmission Line by Message Cellular Network</td>
</tr>
<tr>
<td>12</td>
<td>R5 group 2</td>
<td>R5-78 Voltage Failure Warming Device for 3-Phase Transformer</td>
</tr>
</tbody>
</table>
### Day 1  WEDNESDAY, OCTOBER 30

#### Tutorial 1 (NLP)

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
<th>ROOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[09:00-10:20]</td>
<td>When 1 + 1 &gt; 2 : Joint Neural NLP Models Demystified</td>
<td>DOISUTHEP 1</td>
</tr>
</tbody>
</table>

**Session Chair:** Prachya Boonkwan and Ye Kyaw Thu  
NECTEC, Thailand

---

#### TRACK 3 : Data Analytics and Machine Learning.

**GROUP 1**

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>[09:00-09:15]</td>
<td>R3-15</td>
</tr>
<tr>
<td>[09:15-09:30]</td>
<td>R3-16</td>
</tr>
<tr>
<td>[09:30-09:45]</td>
<td>R3-17</td>
</tr>
<tr>
<td>[09:45-10:00]</td>
<td>R3-20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
| [09:00-09:15]| Deep Neural Network Pretrained by a Support Vector Machine  
              | Hironori Yamamoto and Naoki Mori                      |
| [09:15-09:30]| The novel index of the similarity between hand-drawn sketches for machine learning  
              | Ryosuke Fujii, Naoki Mori and Makoto Okada            |
| [09:30-09:45]| Optical-based Limit Order Book Modelling using Deep Neural Networks  
              | Pak Laowatanachai and Poj Tangamchit                   |
| [09:45-10:00]| Predicting System for the Behavior of Consumer Buying Personal Car Decision by Using SMO  
              | Kwanruan Rusmee and Narumol Chumuang                   |

**Session Chair:** Worawut Yimyam  
Phetchaburi Rajabhat University, Thailand
# Day 1  WEDNESDAY, OCTOBER 30

## Tutorial 1 (NLP)

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
<th>Session Chair</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10:40-12:00]</td>
<td>When 1 + 1 &gt; 2 : Joint Neural NLP Models Demystified</td>
<td>Prachya Boonkwan and Ye Kyaw Thu</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NECTEC, Thailand</td>
</tr>
</tbody>
</table>

## TRACK 3 : Data Analytics and Machine Learning.

### GROUP 2

<table>
<thead>
<tr>
<th>Session Chair</th>
<th>5 papers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><em>Md. Mijanur Rahman and Tanjarul Islam Mishu</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Amornchai Wiwatcharee and Tanasanee Phienthrakul</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Abhishek Kalwar, Monowar Bhuyan, Dhruba Bhattacharyya, Jugal Kalita, Youki Kadobayashi and Erik Elmroth</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Kantarakorn Jitharn and Eakasit Pacharawongsakda</em></td>
</tr>
<tr>
<td>[11:40-11:55]</td>
<td>R3-42</td>
<td>Analysis of Detecting and Interpreting Warning Signs for Distance of Cars using Analyzing the License Plate</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Patiyuth Pramkeaw, Mahasak Ketcham, Warissara Limpornchitwilai and Narumol Chumuang</em></td>
</tr>
</tbody>
</table>

## NLP Workshop

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
<th>Session Chair</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13:00-16:00]</td>
<td>Workshop</td>
<td>Ye Kyaw Thu, Thepchai Supnithi</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NECTEC, Thailand</td>
</tr>
</tbody>
</table>
**Day 1  WEDNESDAY, OCTOBER 30**

**TRACK 4 : Signal, Image and Speech Processing.**

<table>
<thead>
<tr>
<th>GROUP 1</th>
<th>6 papers</th>
<th>DOISUTHEP 2</th>
</tr>
</thead>
</table>
| **Session Chair:**  | Narit Hnoohom  
Mahidol University, Thailand |
| **Time**            | **Paper ID** | **Title and Author** |
| [13:30-13:45]       | R4-64    | Object Distance Estimation with machine learning algorithms for Stereo Vision  
Pawarit Akepitaktam and Narit Hnoohom |
| [13:45-14:00]       | R4-65    | Automatic Football Match Event Detection from the Scoreboard using a Single-Shot MultiBox Detector  
Rungroj Somwang and Narit Hnoohom |
| [14:00-14:15]       | R4-66    | A Light-Weight Deep Convolutional Neural Network for Speech Emotion Recognition using Mel-Spectrograms  
Kamin Atsavasirilert, Thanaruk Theeramunkong, Sasiporn Usanavasin, Anocha Rugchatjaroen,  
Surasak Boonka, Jessada Karnjana, Suthum Keerativittayanun and Manabu Okumura |
| [14:15-14:30]       | R4-68    | Design and Implementation of A Smart Shopping Basket Based on IoT Technology  
Sakorn Mekruksavanich |
| [14:30-14:45]       | R4-71    | Adaptive e-Learning Recommendation Model Based on Multiple Intelligence  
Sakorn Mekruksavanich and Thaksorn Jommanop |
| [14:45-15:00]       | R4-79    | DDOS Attack Detection & Prevention in SDN using OpenFlow Statistics  
Nisha Ahuja and Gaurav Singal |
Day 1  WEDNESDAY, OCTOBER 30

**TRACK 3 : Data Analytics and Machine Learning.**

<table>
<thead>
<tr>
<th>GROUP 3</th>
<th>7 papers</th>
</tr>
</thead>
</table>
| Session Chair: | Olarik Surinta  
Mahasarakham University, Thailand |

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
| [15:30-15:45] | R3-45    | Predicting Chance of Success on Epiretinal Membrane Surgery using Deep Learning  
*Suvimol Reintragulchai, Thanaruk Theeramunkong, Paisan Ruamviboonsuk, Natsuda Kaotanthong and Vorarit Jinaratana* |
| [15:45-16:00] | R3-51    | Effective face verification systems based on histogram of oriented gradients and deep learning techniques  
*Sawitree Khunthai, Pichada Saichua and Olarik Surinta* |
| [16:00-16:15] | R3-53    | Predictive Analytics of Various Factors Influencing Gold Prices in Thailand using ARIMA Model on R  
*Nuntouchapron Prateepausanont, Chidchanok Choksutchat and Sureena Matayong* |
*Worawut Yimyam and Mahasak Ketcham* |
| [16:30-16:45] | R3-55    | Bandit Multiclass Linear Classification for the Group Linear Separable Case  
*Jittat Fakcharoenphol and Chayutpong Prompak* |
| [16:45-17:00] | R3-58    | A Classification Model for Thai Statement Sentiments by deep learning techniques  
*Pakawan Pugsee and Nitikorn Ongsirimongkol* |
| [17:00-17:15] | R3-61    | Predicting Drug Sale Quantity using Machine Learning  
*Warayut Saena and Vasin Suttichaya* |

**Tutorial 2 (NLP)**

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
<th>Session Chair:</th>
</tr>
</thead>
</table>
| [16:00-17:30] | How to improve your research: A writing-asresearch method | Kiyota Hashimoto  
Prince of Songkla University, Thailand |
Day 2 THURSDAY, OCTOBER 31

<table>
<thead>
<tr>
<th>Time</th>
<th>ROOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[08:00-09:00]</td>
<td>Registration</td>
</tr>
</tbody>
</table>

### Opening Ceremony

<table>
<thead>
<tr>
<th>Time</th>
<th>MC</th>
<th>ROOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[09:00-10:20]</td>
<td>Rachada Kongkachan &amp; Prachya Boonkwan</td>
<td>DOISUTHEP 1</td>
</tr>
</tbody>
</table>

### Keynote I

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>[09:20-10:10]</td>
<td>Artificial Intelligence for Medical Screening: Research and Innovation in Low-resource Settings</td>
</tr>
</tbody>
</table>

**Keynote:** Charturong Tantibundhit  
Thammasat University  
**Chair:** Pokpong Songmuang

### TRACK 1 : Natural Language Processing.

**GROUP 1**  
5 papers  
Session Chair: Mikifumi Shikida  
KUT, Japan

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
Kanokorn Trakultaweekoon, Santipong Thaiprayoon, Pornpimon Palingoon and Anocha Rugchatjaroen |
| [10:55-11:10] | R1-04    | Descriptive Feedback on Interns’ Performance using a text mining approach  
Geraldine Mangmang, Larmie Feliscuzo and Elmer Maravillas |
Jiangnan Qi, Yuan Rao, Ling Sun and Xiong Yang |
Ryo Iwasaki and Naoki Mori |
Hiroki Teranishi, Makoto Okada and Naoki Mori |
## Day 2  THURSDAY, OCTOBER 31

**TRACK 4 : Signal, Image and Speech Processing.**

<table>
<thead>
<tr>
<th>GROUP 2</th>
<th>4 papers</th>
</tr>
</thead>
</table>
| **Session Chair:** | Sakorn Mekruksavanich  
*University of Phayao, Thailand* |

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
| [10:40-10:55] | R4-05 | Improving Voice Activity Detection by using Denoising-Based Techniques with Convolutional LSTM  
*Nattapong Kurpukdee, Surasak Boonkla, Vataya Chunwijitra, Phuttapong Sertsi and Sawit Kasuriya* |
*Gaurav Singal, Riti Kushwaha and Himanshu Singhal* |
*Noppakun Boonsim and Saranya Kanjaruek* |
| [11:25-11:40] | R4-38 | Thai Vowels Speech Recognition using Convolutional Neural Networks  
*Niyada Rukwong and Sunee Pongpinigpinyo* |

### IEIT 2019

| Time       | Title | Session Chair:  
*Patiyuth Pramkeaw,  
KMUTT, Thailand* |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>[10:40-17:30]</td>
<td>The 1st International Exhibition of Inventions of Thailand 2019</td>
<td><strong>FOYER</strong></td>
</tr>
</tbody>
</table>

### Keynote II

| Time       | Title | Keynote:  
*Hiroaki Ogata  
Kyoto University*  
*Chair:  
Thepchai Supnithi  
NECTEC, Thailand* |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>[13:30-14:00]</td>
<td>Connecting formal and informal learning through learning evidence and analytics framework</td>
<td><strong>DOISUTHEP 1</strong></td>
</tr>
</tbody>
</table>
## Day 2  THURSDAY, OCTOBER 31

**TRACK 1 : Natural Language Processing.**

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
| [14:00-14:15]   | R1-27    | Thai Keyword Extraction using TextRank Algorithm  
**Rattapoom Kedtiwerasak, Ekkarat Adsawinnawanawa, Pimolluck Jirakunkanok and Rachada Kongkachandra** |
**Kanchana Saengthongpattana, Kanyanut Kriengket, Peerachat Porkaew and Thepchai Supnithi** |
| [14:30-14:45]   | R1-34    | PLATOOL: Annotation-tool for creating Thai plagiarism corpus  
**Supon Klaithin, Pornpimon Palingoon, Kanokorn Trakultaweekoon and Santipong Thaiprayoon** |
**Prasert Luekhong, Peerat Limkonchotiwat and Taneth Ruangrajitpakorn** |
| [15:00-15:15]   | R1-40    | Natural Language Processing  
**Brijesh Bhatt** |
**Day 2  THURSDAY, OCTOBER 31**

**TRACK 5 : Smart Industrial Technologies.**

<table>
<thead>
<tr>
<th>GROUP 1</th>
<th>DOISUTHEP 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 papers</td>
<td></td>
</tr>
</tbody>
</table>

**Session Chair:** Sumate Lipirodjanapong  
MCRU, Thailand

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
| [14:00-14:15]    | R5-13    | Synchronization Control for Microgrid Seamless Reconnection  
*Thakul Uten, Chalie Charoenlarpnopparut and Prapun Suksompong*                                                  |
| [14:15-14:30]    | R5-21    | An Efficiency Comparison for Predicting of Educational Achievement Based on LMT  
*Sudarat Thiennoi, Narumol Chumuang and Chairit Siladech*                                                      |
| [14:30-14:45]    | R5-22    | Prediction Model for Amphetamine Behaviors Based on Bayes Network Classifier  
*Kumnung Vongprechakorn, Narumol Chumuang and Adil Farooq*                                                   |
| [14:45-15:00]    | R5-23    | The Development of a Model to Predict Marbling Score for fattening Kamphaeng Saen Beef Breed Using Data Mining  
*Watchara Ninphet, Narumol Chumuang, Chairit Siladech and Mahasak Ketcham*                                 |
| [15:00-15:15]    | R5-29    | Intelligent Credit Service Risk Predicting System Based on Customer’s Behavior By Using Machine Learning  
*Jittimaporn Chaisuwun and Narumol Chumuang*                                                                  |
## Day 2  THURSDAY, OCTOBER 31

**TRACK 1 : Natural Language Processing.**

<table>
<thead>
<tr>
<th>GROUP 3</th>
<th>8 papers</th>
<th>DOISUTHEP 1</th>
</tr>
</thead>
</table>
| **Session Chair:** | Ye Kyaw Thu  
NECTEC, Thailand | |
| **Time** | **Paper ID** | **Title and Author** |
Ma'Ayan Grace and Jeerapan Phomprasert |
| [15:45-16:00] | R1-52 | Review Rating Prediction with Gaussian Process Classification  
Hidekazu Yanagimoto and Kiyota Hashimoto |
| [16:00-16:15] | R1-56 | Parsing Thai Social Data: A New Challenge for Thai NLP  
Sattaya Singkul, Borirat Khampingyot, Nattasit Maharattamalai, Supawat Taerungruang and Tawunrat Chalothorn |
| [16:15-16:30] | R1-57 | Using Noise Filtering and Ensemble Method for Sentiment Analysis on Thai Social Data  
Chayanont Eamwiwat, Pongpisit Thanasutives, Chanatip Saetia and Tawunrat Chalothorn |
| [16:30-16:45] | R1-60 | A Framework of Computer-Based Learning System Based on Self-Regulated Model in English Writing  
Kwanrutai Saelim and Rachada Kongkachandra |
| [16:45-17:00] | R1-63 | Using Conceptual Graph to Represent Semantic Relation of Thai Facebook Posts in Marketing  
Kwanrutai Saelim and Rachada Kongkachandra |
| [17:00-17:15] | R1-72 | Statistical Machine Translation between Kachin and Rawang  
Ye Kyaw Thu, Manar Hti Seng, Thazin Myint Oo, Dee Wom, Hpau Myang Thint Nu, Seng Mai, Thepchai Supnithi and Khin Mar Soe |
| [17:15-17:30] | R1-74 | A Supportive Environment for Knowledge Construction based on Semantic Web Technology: A Case Study in a Cultural Domain  
Akkharawoot Takhom, Dhanon Leenoi, Sasiporn Usanavasin, Prachya Boonkwan and Thepchai Supnithi |
# Day 2  THURSDAY, OCTOBER 31

## TRACK 5 : Smart Industrial Technologies.

<table>
<thead>
<tr>
<th>GROUP 2</th>
<th>6 papers</th>
<th>DOISUTHETP 2</th>
</tr>
</thead>
</table>
| Session Chair: | Supakit Sukcharoen  
MCRU, Thailand |  |
<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
| [15:30-15:45] | R5-31 | Development of Fun Hint Game Applications for Special Children on Smart Devices  
Burin Narin, Titichaya Sribun and Tanniga Yoongrum |
| [15:45-16:00] | R5-35 | The Development of Intelligent Models for Health Classification  
Wattanapong On-Num, Narumol Chumuang and Chairit Siladech |
| [16:00-16:15] | R5-44 | Smart Industrial Technologies Interactive LED Table  
Sirimonpak Suwannakhun |
| [16:15-16:30] | R5-67 | The Development of Eyes Tracking System in Smartphone for Disabled Arm Person  
Thidarat Pinthong and Mahasak Ketcham |
| [16:30-16:45] | R5-70 | Short-circuit and Over Current Notification in Sub-transmission Line by Message Cellular Network  
Sumate Lipirodjanapong, Pumpat Uthaisritanon and Pitipol Duangjinda |
| [16:45-17:00] | R5-76 | Voltage Failure Warning Device for 3-Phase Transformer  
Asst.Prof.Dr. Luechai Promrattrak |

## BANQUET

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
<th>BALLROOM B</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18:00-21:00]</td>
<td>Conference Report &amp; Paper Awards &amp; Presentation Awards &amp; (Local Chairs &amp; Session Chairs) Contribution Awards &amp; ISAI-NLP 2020 Announcement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>Narumol Chumuang and Pokpong Songmuang</td>
</tr>
<tr>
<td>Time</td>
<td>ROOM</td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>---------------</td>
<td></td>
</tr>
<tr>
<td>[08:00-09:00]</td>
<td>Registration</td>
<td></td>
</tr>
</tbody>
</table>

### Keynote III

<table>
<thead>
<tr>
<th>Time</th>
<th>ROOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[09:00-09:40]</td>
<td>DOISUTHEP 1</td>
</tr>
</tbody>
</table>

**Title**: Graph Database for AI

**Keynote**: Ryota Yamanaka  
Oracle Corporation Thailand

**Chair**: Prachya Boonkwan  
NECTEC, Thailand

### Keynote IV

<table>
<thead>
<tr>
<th>Time</th>
<th>ROOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[09:40-10:20]</td>
<td>DOISUTHEP 1</td>
</tr>
</tbody>
</table>

**Title**: Advanced in Human-Computer Interface

**Keynote**: Itsuo Kamazawa  
Tokyo Institute of Technology

**Chair**: Kiyota Hashimoto  
PSU, Thailand
<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
</table>
### Day 3 FRIDAY, NOVEMBER 1

**TRACK 2 : Robotics, IoT and Embedded System.**

**GROUP 1**

<table>
<thead>
<tr>
<th>Time</th>
<th>Paper ID</th>
<th>Title and Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10:40-10:55]</td>
<td>R2-10</td>
<td>R-Cane: A Mobility Aid for Visually Impaired</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kanak Manjari, Madhushi Verma and Gaurav Singal</td>
</tr>
<tr>
<td>[10:55-11:10]</td>
<td>R2-25</td>
<td>Design and Fabrication of an Affordable SCARA 4-DOF Robotic Manipulator for Pick and Place Objects</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sara Fatima Noshahi, Adil Farooq, Muhammad Irfan and Narumol Chumuang</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adil Farooq, Sundas Arshad, Tayyaba Ansar, Muhammad Irfan and Narumol Chumuang</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Thaweesak Yingthawornsuk and Thaweewong Akkaralaertsest</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Thaweesak Yingthawornsuk and Sirimonpak Suwannakhun</td>
</tr>
</tbody>
</table>

**IEIT 2019**

<table>
<thead>
<tr>
<th>Time</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10:40-12:00]</td>
<td>The 1st International Exhibition of Inventions of Thailand 2019</td>
</tr>
<tr>
<td></td>
<td>FOYER</td>
</tr>
</tbody>
</table>

**Session Chair:** Patiyuth Pramkeaw, KMUTT, Thailand

**Awarding Ceremony (IEIT 2019)**

<table>
<thead>
<tr>
<th>Time</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13:30-14:30]</td>
<td>Pokpong Songmuang</td>
</tr>
<tr>
<td></td>
<td>TU, Thailand</td>
</tr>
<tr>
<td></td>
<td>DOISUTHEP 1</td>
</tr>
</tbody>
</table>
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Abstract—This article introduces a Thai questions-answers corpus for a question-answering task which was extracted from Thai Wikipedia which was download on 17 December 2017. The answers comprise 5,000 annotated factoids. The corresponding questions are exact phrases/sentences that contain the answer, but are replaced by a question word, or synthetic questions acquired from phrases and/or sentences on the wiki page. A question must contain only one of a set of 7 specific question words and a complex question must be avoided. Fifteen annotators used an annotation system specifically designed for this task. Acceptance, rejection, and revision processes were monitored by a language specialist. The final set was divided into 4,000 pairs for a training set and 1,000 pairs for a validation set. A baseline evaluation was conducted and an F1 score of 27.25 was obtained from document readers and 71.24 from document retrievals.

Keywords—Thai questions-answers corpus, Thai Question-Answering system

I. INTRODUCTION

A Thai Question-Answering (QA) system is a challenging task especially in the Thai language. Nowadays, English QA corpuses are available for research and benchmarking. In 2016, Microsoft research introduced WikiQA, an English QA corpus gathered from Bing, Microsoft search engine, and query logs. It contains 3,047 pairs of questions and answers based on user clicks on the Wikipedia page [1]. In 2017, Joshiy M. et al. announced TriviaQA which is the largest QA corpus which contains 650K of question-answer evidence triples. The evidence documents are the third important element which were collected and checked for redundancy from a Web search of results and Wikipedia pages [2]. Recently, a Google research team introduced “Natural Questions: a Benchmark for Question Answering Research”, in which the questions are from queries issued to the Google search engine. In total, it contains 307, 373 training examples with single annotations. Its development set contains 7,830 examples from 5-way annotations, which is a technique of answer collection that used a nonnull answer that is seen at least once in the 5 annotations (see Section 5 of this paper for more details) and a further 7,842 examples of sequestered test data [3].

In Thai, asking for a meaning of a word from Thai Wikipedia is the easiest type of question-answering task in NLP, because the system can search for its result by searching through a list of page titles. However, searching for a specific answer on a page is another challenging NLP task. The traditional Thai information retrieval system used a well-structured knowledge graph. This stores knowledge at the roots of knowledge trees that have well-designed paths to the root [4]. To construct a tree, the researcher has to work with Thai texts which do not show syllables, words, phrases, or punctuation at the end of sentences. Hence, the construction has always been done manually, which caused difficulties to create an open-domain QA system in the Thai language.

A process of information extraction from both questions and answers has to be well defined before establishing a corpus. Since this work planned to use the information from Thai Wikipedia, the first definition of this work was “the answer must be an exact word or number found in TH-Wiki”. Then the corresponding question has to be a combination of phrases found in the same paragraph.

A web-based annotation system has been established. It has two modes, annotator mode and linguistic administration mode. For annotator mode, it allows a user to search for a topic, create, edit, revise, and delete QA pairs, whilst administration mode allows one to correct, comment, accept, or reject pairs. The content of this paper is organized as follows: Section 2 explains the difficulties of working with the Thai language for a QA task. Section 3 shows the proposed system which includes all the corpus design and the annotation restrictions, Section 4 analyzes the collected QA pairs, Section 5 describes the implementation of a QA baseline system with its accuracies and Section 6 concludes this paper.

II. Related works and Problems

In the English QA system, an unstructured knowledge-based approach has been developed using a deep learning approach such as memory networks from Jason Weston and Sainbayar Sukhbaatar (2015), which uses an attention mechanism for the information retrieval (IR) process. However, an IR implementation for an unstructured-knowledge source requires a good annotated corpus for training. Recent years, there are a few numbers of QA corpuses created from Wikipedia contents, WikiQA [1], SQuAD [5] and TriviaQA [2] mentioned in section 1, they also used Wikipedia as one of their major resources. WikiQA
from Microsoft research influenced our construction of the very first Thai Wiki-QA set.

Research in Thai information retrieval started in 1996 when Asst. Prof. Somchai Prasitjuttrakul and his student Paramin Jindavinmonlert established a Thai text retrieval system using PAT trees [4]. It used a hashed indexing tree to store and retrieve text. However, for the Thai language, Thai Wikipedia has also been a favorite resource for Thai NLP researchers, but Thai QAs corpus has not been established yet. This work then tagged factoids and formed their corresponding questions, then published them for research use.

A factoid can be a unit of a word or a phrase or a date or a number or even an equation. This work focused on a unit of a single word only, hence single words were extracted manually by 7 annotators. Although the Thai writing system does not show syllables, words, phrases, or punctuation at the end of sentences, this corpus does not provide any of them. Therefore, the information extraction process needs to work automatically without them.

### III. Corpus Creation

This work proposed a set of Thai QAs extracted from Thai Wikipedia. The answers are factoids which are single words extracted from the source. The corresponding question is assembled from words and phrases from the same page with an additional question word.

There are three main components in the corpus creation of this work. They are a resource text which is from Thai Wikipedia, annotators, and an annotation system. Thai Wikipedia, the resource, was downloaded on 12 December 2017. It contained 120,764 articles from 304,693 registered users, some of which were authors. The annotators were 15 native Thai speakers with different kinds of expertise. They were undergraduate students, post-graduate students, and computer scientists. Fourteen of them are female, and one of them is male. They were 25 years of age on average.

The annotation system was a web application written in Javascript, PHP, and it used MySQL as a database. Three tables in a structure of a relational database system stored information of: created questions, answers, a character count of the position where the answer begins, a character count of the position where the answer ends, related Wiki content ID, and annotator details. The frontend consisted of two modes, which were for the annotators and for the administrators.

When an annotator login to the system, the interface provides a topic search tool for choosing a Wiki article, then the user chooses an article and reads it. Afterwards, the user can annotate an exact answer (as found in the text), then creates a corresponding question. There were 2 types of question which are an exact question and a modified question, respectively. An exact question is a question formed by the phrase or sentence that contains the answer, but replaces the answer words with a question word and a modified question is a question formed by multiple phrases in the text plus an additional question word for the answer. All QA pairs were controlled by a conductor, who was a specialist in charge of setting the scope of the different questions and responsible for issuing annotation guidelines. The guidelines contain a preliminary scope of the Thai questions answers system. It was created by an experienced Thai semantics expert who is called a conductor. This corpus has been involved with only basic questions at present, therefore a question has to be appropriate in order to provide an answer. All constraints have to be carefully set. They are shown in the next few paragraphs.

The details of the annotation guidelines are divided into three parts: the definition of a question in this work, the constraints for question creation, and the language restrictions. This work defines the meaning of a question as “The simplest question one can ask for an annotated answer formed using phrases and words on the same page plus an additional question word.” The interrogative words used are

- “อะไร” (‘what’)
- “ใคร” (‘who’)
- “อยู่” (‘which or where’)
- “อย่างนี้” (‘when’)
- “ใคร” (‘which or where’)
- “เท่าไร” (‘how much/many or when’)
- “เท่าไหร่” (‘how much/many’)

This corpus was created under 7 constraints when forming a question which are:

1. It must not form a complex question or use “why” or “how” as the question word.
2. It must use formal language with a formal question structure which means it must contain a subject + verb + object.
3. Questions and answers must be semantically clear.
4. Every question must contain a question word from the defined set only.
5. A question must contain symbols, e.g. “:”, “;”, “,” which they must be used precisely as appears in the text, not from annotator insertion.
6. The question length must be less than 2 lines.
7. Typos from Wiki should be avoided in questions and answers.

In addition, there is a simple language restriction, which is that all questions must be polite, although they can be in informal language.

### IV. Corpus Characteristics

The corpus contains 5,000 QA pairs extracted from 2,923 Thai Wikipedia articles out of 120,764 which were downloaded. Table 4.1 shows the numbers of QA pairs separated by the two types of question as described in the previous section.

<table>
<thead>
<tr>
<th>Table 4.1. Number of QA Pairs in Training and Validation sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of data</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Train</td>
</tr>
<tr>
<td>Validation</td>
</tr>
</tbody>
</table>

There was no control for balancing the numbers of each question type, because it was not easy to find a well-structured
sentence or phrase for forming an “Exact” type of question. Therefore, the figures show that the annotators synthesized proper questions rather than editing a sentence/phrase.

The average position of answers on a page is 22.06% of page, which was calculated by finding the average location of all the answers then converting them to percentages based on overall page lengths, which we call a normalized location in this paper. Moreover, answer lengths are about 12.56 characters on average. The distributions of answers, normalized locations and lengths are shown in Fig.1.

A total of 5,000 factoids were annotated from the pages. The answers corresponding to the questions tended to be straightforward. However, this corpus contains noise data. Seven questions are noise. They contain typos or no question word, or neither. The questions with feigned noise are listed in Table 3.

The statistics for the use of each interrogative word are shown in Table 2. Some of the question words have common spelling variations, but they have the same meaning, so they are grouped in the table.

TABLE 2. NUMBER OF QA PAIRS SEPARATED BY AN INTERROGATIVE WORD.

<table>
<thead>
<tr>
<th>Interrogative word</th>
<th>% of usage in corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defined</td>
<td>Variation</td>
</tr>
<tr>
<td>who</td>
<td>who</td>
</tr>
<tr>
<td>whom</td>
<td>whom</td>
</tr>
<tr>
<td>what</td>
<td>what</td>
</tr>
<tr>
<td>when</td>
<td>when</td>
</tr>
<tr>
<td>whose</td>
<td>whose</td>
</tr>
<tr>
<td>whose (which or when)</td>
<td>whose (which or when)</td>
</tr>
<tr>
<td>% (how much/many or where)</td>
<td>% (how much/many or where)</td>
</tr>
<tr>
<td>who's</td>
<td>who's</td>
</tr>
<tr>
<td>whose (which or when)</td>
<td>whose (which or when)</td>
</tr>
<tr>
<td>% (how much/many or where)</td>
<td>% (how much/many or where)</td>
</tr>
<tr>
<td>whose</td>
<td>whose</td>
</tr>
<tr>
<td>% (how much/many or where)</td>
<td>% (how much/many or where)</td>
</tr>
<tr>
<td>who</td>
<td>who</td>
</tr>
</tbody>
</table>

V. BASELINE ACCURACY

This research evaluated the corpus using a baseline system. The test flow is as shown in Fig. 2

Fig. 2. Baseline system used for finding a preliminary accuracy one can implement using the proposed corpus.

The objective of a QA system is to automatically generate a correct answer to a question by finding the relevant documents containing the answer strings. The baseline system consists of three main components: (1) question processing (2) passage retrieval, and (3) answer processing.

Question processing is the first process as shown on the left of Fig.2. It detects a question type, a question answer type, and a question focus word/phrase, then uses the components as query constraints. The second process in the middle of the figure is the passage retrieval. It aims to retrieve a set of text passages that might contain answer strings, so it tries to match a query with documents in the corpus and retrieves/selects only the top 5 passages which have the highest matched
scores. Then the passages are passed to the answer processing as shown on the right of Figure 5.1, which extract an answer by parsing all the passages to a name-entity tagger using a pattern extraction approach. Finally, the system re-turns an answer that matches the answer type detected at the beginning of the process.

The corpus was evaluated using the baseline system. The experimental setting was conducted for two tasks: (1) document retrieval task and (2) document reader task. For the task of document retrieval, we used an F-measure that is commonly used to evaluate performance in information retrieval. The experimental result shows that our technique for the document retrieval task achieved 71.24% at 1-best accuracy. For the task of the document reader, we use the exact match (EM) metric that computes common substrings at word level between the predicted answers and the gold answers. We can achieve 25.92% of F1 scores at 1-best accuracy.

VI. SUMMARY

This paper presents a Thai Wikipedia QA Corpus whose answers are factoids extracted from Thai Wikipedia articles. There are 2 types of questions, which are Exact or Modified. Exact is a type of question that is formed by replacing the answer with a question word. Modified is a type that is synthesized from phrases around the answer plus a question word. In total, the corpus contains 4,000 training QA pairs, and 1,000 validation pairs. It should be noted that they can be mixed together and divided in different proportions for use as a training set, a validation set, or a testing set. A baseline system gives a preliminary baseline performance which can be applied to the proposed corpus. The experiment was conducted using another set of sequestered test data. The F1 score achieved 25.92% at 1-best accuracy. The corpus is free for research use at http://aiforthai.in.th/corpus.
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Abstract— Descriptive feedback is a powerful tool to identify the strength and the areas that need improvement of a certain program. Text analysis using text mining approach is the most common application in the text processing field. This study aimed to determine the potentials and the imperfections of the IT interns while taking the internship program using text mining applications. Text dataset from the internship program of the IT curriculum under the College of Computer Studies and Information Technology of Southern Leyte State University was the input of the study. This study applied the text mining application using the Naïve Bayes text classification to determine the performance of the IT interns. Results show that the IT interns of the program were proficient technically but had a problem with their communication skills. The model has obtained an acceptable accuracy rating in predicting the performance of the students. Based on the results, the IT interns were efficient in the IT-related task. However, there is a need to improve interns’ communication skills. The management should think for a possible bridging program that will help the student to develop their communication skills.

Keywords— Natural Language Processing, Naïve Bayes algorithms, text classification, interns’ performance, predictive model

I. INTRODUCTION

The internship program of the IT curriculum aims to provide students the knowledge and experience in working with the IT-based environment. The program, as mandated by CHED, is envisioned to train student interns in the actual workplace setting [1]. Thus, giving them descriptive feedback on the performance of the interns is important to help the program identify the strength and the areas that need improvement. Text mining application is one of the recommended approaches for text processing documents like the information provided by the intern’s supervisor. This study aimed to determine the IT student interns’ performance and qualifications after taking the internship period.

Feedbacking has a significant effect on individuals’ motivation towards attaining a certain goal [2][3][4]. Performance evaluation is one of the major tools that can help in running a business organization effectively [5][6]. Techniques applied in the performance analysis are necessary to determine the qualifications in the individual being evaluated [7][8]. Text mining approach is commonly known application for text processing field that can help in the improvement of a certain program or system [9][10][11][12][13]. Text mining application is a statistical technique that is effective in the text analytics system [14][15]. Naïve Bayes algorithm is known to be simple and effective in text classification application and also known as one of the popular data mining techniques in the research field [16][17].

Descriptive feedback from the interns’ supervisor is one of the requirements after the completion of the internship period. However, the functional relationship of the gathered attributes to the program being studied is not taken into consideration as to how these significantly affect the development of the program.

The IT curriculum of the university aimed to produce graduates that can effectively communicate to the real work environment and become an IT professionalized individual. Thus, shaping the students with adequate knowledge and skills to compete globally in the Information and Communication Technology is the major goals of the program. Significant information, considering the strength and the areas that need improvement of the IT interns will be determined in the final conduct of the study.

II. METHODOLOGY

The study applied the text mining approach through R programming. The data were uploaded to the R environment. Fig. 1 shows the processes involve in the study.

A. Data

The input of the study was the descriptive feedback of 5 consecutive school years (SY 2014-2015 to 2018-2019) given by the intern’s supervisor after the completion of the internship period of the Bachelor of Science in Information Technology under the College of Computer Studies and Information Technology of Southern Leyte State University. The data were cleaned by removing unwanted words like tags, stop words, punctuations, number, and whitespaces. The cleaned data were stem using the stemming function in R to group the features according to the root word.

---

Fig. 1. The steps which involve the text mining application.
B. Text Mining

The study applied the text mining application through text analysis and text visualization to determine the strength and the areas that need improvement of the student interns under the program.

C. Predictive Model

Given the significance of the Bayes Theorem (1), the study applied the Naïve Bayes text classification wherein the main assumption of the Naïve Bayes classifier is that each feature (word) is independent of each other.

\[
P(A | B) = \frac{P(B | A) P(A)}{P(B)}
\]  

(1)

Bayes Theorem application is effective in analyzing time series dataset and forecasting outcomes [18]. A study also proved that Bayes Theorem application can boost the performance of the developed model [19].

The predictive model implemented the Naïve Bayes classifier algorithm in the text classification. 80% of the total number of observations served as the training set while 20% of the total number of observations served as the test data set.

III. RESULTS AND DISCUSSION

The study applied the text mining approach in R programming.

A. Text Mining

The study presented the frequency histogram (Fig. 2) and the study word cloud (Fig. 3) to show the graphical presentation of the results.

1) Text Analysis: The frequency histogram (Fig. 2) shows that the top identified strength are the word “proficient” which has 185 occurrences and the word “technically” with 180 occurrences whereas, the top identified areas that need improvement are the word “skill” with 318 occurrences and the word “communication” with 218 occurrences.

2) Text Visualization: Fig. 3 presents the visual representation of the strength and the areas that need improvement provided by the immediate supervisor of the interns.

Based on the result, the IT interns were technically proficient. However, there is a need to improve the communication skills of IT students.

Performance feedbacking is necessary to improve the curriculum and surely be refined taking consideration in the areas that needed improvement [20][21].

B. Predictive Model

The predictive model was built using the “naïve_bayes” function in R. Table 1 presents the confusion matrix of the study based on the training and test dataset.

The tabular presentation shows that in the training set, 494 and 482 are correct predictions whereas, 1 is the wrong prediction against the actual value with the accuracy rating of 99.89%. In the test data set, the correct predictions are 120 and 97 whereas, 36 is the wrong prediction with the accuracy rating of 85.77%.

Based on the result, the model has an acceptable accuracy rating. Previous studies proved the remarkable indication of the Bayes Theorem application in data mining [22][23][24].
TABLE I. THE CONFUSION MATRIX

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strength</td>
</tr>
<tr>
<td>Strength</td>
<td>494</td>
</tr>
<tr>
<td>Weak</td>
<td>1</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

This study aimed to determine the potentials and the areas that need improvement of the IT students under the program. The findings of the study can help the program to achieve the desired program outcome.

Results revealed that the IT students are proficient in terms of the technical task but not in communication skills. Thus, giving an implication that the IT interns can integrate the IT-based solutions into the user environment effectively; however, there is a need to improve the students’ communication skills for them to compete effectively in the labor market.

Based on the results, the IT interns are capable of designing, implementing and evaluating computer-based systems and processes to meet the desired needs of the clients. Furthermore, the communication skills of the IT students should be developed for the students to compete globally as IT professionals that can develop and advance Information and Communication Technology.
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Abstract—The performance of voice activity detection (VAD) is drastically degraded when observed speech signals are from unseen noisy environments. In this paper, we propose denoising-based VAD to cope with the unseen noises. The proposed VAD system mainly consists of two stages for denoising and speech/non-speech classification. In the first stage, either log-magnitude spectral estimator (LSA) or convolutional long short-term memory neural network autoencoder (CLAE) is applied to eliminate the noises. The convolutional bidirectional long-short-term memory deep neural network (CBLDNN) is employed for the speech/non-speech classification. The results showed that the proposed VAD was better than the baseline. Furthermore, our CLAE tends to outperform the LSA in denoising algorithms when the signal-to-noise ratio is 5dB.

Index Terms—Voice Activity Detection, Convolutional LSTM, DNN, Bidirectional LSTM, Convolutional Autoencoder

I. INTRODUCTION

Voice activity detection (VAD) plays an important role in speech signal processing, since several applications processing speech signals need VAD to classify speech/non-speech segments in an utterance. The performance of the applications such as, automatic speech recognition (ASR) usually depend on the VAD accuracy. However, the VAD performance will be degraded in noisy environments especially in unseen noises. The noises can be stationary or non-stationary and correlated or uncorrelated to speech signals. Then, improving the performance of VAD is still an interesting topic in speech processing.

To tackle with the unpredictable noises, deep neural network (DNN) is frequently employed [1], [2] because the system can handle with several noises simultaneously. There are two types of DNN-based VAD systems, the system with denoise and without denoise stage. The system without denoise stage is usually trained by using noisy speech data like robust speech recognition [1], [2]. On the other hand, it is ordinarily applying the eliminated noise in training data. The denoise stage can be accomplished by using parameter-based or DNN-based techniques. For example, log-magnitude spectral estimator (LSA) is the parameter-based approach [3], [4], and an autoencoder is a DNN-based approach [5], [6], [7], [8]. The main benefit of LSA is to reduce uncorrelated noise in speech signal, however its performance will be dramatically dropped the quality of voice is poor (signal-to-noise ratio is near 0 dB).

One benefit of the autoencoder is that it can handle several kinds of noises simultaneously. Recently, convolutional DNN autoencoder is a well-known noise reduction technique, which was proposed in the medical image processing [9], for automatic speech recognition (ASR) systems [10], VAD [11], and gender identification system [12]. There are two types of inputs to train the DNN autoencoder: spectrogram and raw speech data [13], [10]. The results show that the raw speech outperforms the spectrogram [13] [14].

In this paper, we proposed some processes to improve the performance of denoising-based VAD. Firstly, we add convolutional layers in both the autoencoder and the speech/non-speech classifier so that the raw speech data can be used as input. Since long-short term memory (LSTM) is very good at a time-series sequence modelling, it should be helpful in both the autoencoder and classifier. In addition, the paper [15] shows that the bidirectional LSTM (BLSTM) is better technique than LSTM for speech recognition. Therefore, our VAD system will employs convolutional layers and LSTM layer so that it can learn raw speech for denoise. It also contains convolutional layers and BLSTM in the speech/non-speech classifier to learn denoised, time-series raw speech.

The remaining of the paper is organized as follows. Section 2 describes the noise reduction and raw waveform feature architectures. The experiments and evaluation results are reported in Section 3. The discussion and conclusion are Sections 4 and 5, respectively.

II. THE PROPOSED VAD SYSTEM

Our proposed VAD system consists of two parts: denoising and speech/non-speech classification stages, as shown in Fig. 1. Their details are as follows.
A. Denoising

An autoencoder is an artificial neural network that obtains representation of the data after training. The representation is then used in reconstructing the data. The representation is usually what we want such as parameters of speech rather than noises. The training data can be speech features, spectrogram, and raw speech.

Our autoencoder receives noisy speech and outputs the enhanced speech. It contains convolutional layers and LSTM (CLAE) for learning raw speech and reducing noises. The CLAE has mainly three layers: convolutional layer, LSTM layer, and upsampling layer as shown in Fig. 2(a). The first layer functions as an encoder that extracts information and learns from raw waveforms by convolutional and max pooling operations. The second layer employs the LSTM neural network to compress and decompress the information from the previous layer because the LSTM is very helpful in learning a time domain sequences. The final layer is the deconvolution that upsamples the output of LSTM to waveforms again.

The configuration of CLAE is shown in Table I. We used the filter size 3x1 and hyperbolic tangent activation function in the convolution layers of the encoder and decoder. A max pooling layer size of 2x1 and tanh activation function were added between the convolution layers in the encoder. The same parameters of convolutional layers were used for the upsampling layers as well.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>DETAILS OF CLAE MODEL FOR CBLDNN MODEL.</td>
</tr>
<tr>
<td>CLAE model details</td>
</tr>
<tr>
<td>Encoder</td>
</tr>
<tr>
<td>Convolution layer</td>
</tr>
<tr>
<td># features map</td>
</tr>
<tr>
<td>LSTM layer</td>
</tr>
<tr>
<td># hidden units</td>
</tr>
<tr>
<td>Decoder</td>
</tr>
<tr>
<td>Convolution layer</td>
</tr>
<tr>
<td># features map</td>
</tr>
<tr>
<td>Output layer raw waveform</td>
</tr>
<tr>
<td>Total number of parameters</td>
</tr>
</tbody>
</table>

Besides the autoencoder, we also used the log spectral amplitude estimator (LSA) to reduce noise in our VAD system for comparison to the autoencoder. Assume that the short time Fourier transform of a noisy speech signal is defined as

\[
Y(\omega, l) = X(\omega, l) + D(\omega, l),
\]

where \(Y(\omega, l)\), \(X(\omega, l)\), and \(D(\omega, l)\) are Fourier transform of a noisy speech \(y(t)\), a clean speech \(x(t)\), and an additive noise \(d(t)\). \(\omega\) and \(l\) are frequency index and frame index. Let \(\hat{x}(t)\) be the estimated \(x(t)\) from \(y(t)\). The magnitude spectrum of \(\hat{x}(t), |\hat{X}(\omega, l)|\), is calculated by

\[
|\hat{X}(\omega, l)| = G(\omega, l)|Y(\omega, l)|,
\]

where \(G(\omega, l)\) is the adaptive gain function that depends on the probability of speech presence and absence [3]. The LSA is good at reducing uncorrelated noise to a certain extent of SNR. However, when the SNR is low and noise is correlated to speech, the enhanced speech is considerably distorted.

B. Speech and non-speech classification

The DNN-based VAD is used here as a speech/non-speech classifier. It has LSTM layers and a DNN layer. There are two types of network: feed forward (CLDNN) and bidirectional (CBLDNN) ones. We also add convolutional layers to both of them to learn from raw speech waveforms. The CLDNN is set as a baseline in this paper. The details of the networks are as follows.

The CLDNN consists of 3 convolution layers, one LSTM hidden layers with 256 hidden units, and one DNN layer. The convolution layers and LSTM layers employ the tanh function as the activation function. To reduce the raw waveform size, we did not use a pooling layer in the convolutional layers. However, the convolution layer is done with a stride of 2 to reduce the amount of raw waveform size [16]. To avoid the model over fitting, the output of LSTM is set the dropout rate at 50%. For decide the speech/non-speech, we added one DNN
layer with 1 hidden unit, a sigmoid activation function. The input of this CLDNN is a 320-dimensional raw waveform.

The CBLDNN differs from the CLDNN only at the LSTM layer that use bidirectional network instead of the feed forward network. Their details including the number of parameters are summarized in Table II. Although, the number of parameters of CBLDNN is around two times of the CLDNN, the calculation time does not increase much as the number of parameters, which is shown later in the results.

**TABLE II**
THE CONFIGURATION OF CLDNN AND CBLDNN MODEL FOR RAW SPEECH WAVEFORM.

<table>
<thead>
<tr>
<th>Speech/Non-speech classification model details</th>
<th>CLDNN</th>
<th>CBLDNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers: Convolution layer # features map</td>
<td>3 layer</td>
<td>40 $\rightarrow$ 20 $\rightarrow$ 10</td>
</tr>
<tr>
<td># hidden units</td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>RNN layer: LSTM BLSTM</td>
<td>1 layer</td>
<td>1</td>
</tr>
<tr>
<td># hidden units</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNN layer</td>
<td></td>
<td></td>
</tr>
<tr>
<td># hidden units</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Total number of parameters</td>
<td>278,935</td>
<td>552,599</td>
</tr>
</tbody>
</table>

### III. EXPERIMENTAL DETAILS

#### A. Experiments and Results

We used both standard clean speech corpus TIMIT [17] for developing the VAD system and our own specific corpus for testing the accuracy. TIMIT corpus contains both training and testing data sets. Ninety percent of the training set was used for training the system and the remaining 10% was used for validation. Both training and testing of TIMIT data were augmented by adding pink, white, bike, crowd, and car noises [18][19] with SNR equal to 30, 15, and 5 dB. Therefore, the training, validation, and testing data were long 13, 2.04, and 4.72 hours, respectively.

There were two sets of the testing data, one was from the augmented TIMIT testing data, which we name as seen noise condition. Another testing data was our corpus that contained noisy speech with unseen noise conditions. It was recorded from a meeting room, classrooms with and without reverberation, outdoor environments with bird singing sound, street environments with car noise, and pink noise. It was 0.5 hours long, 64% of which was speech and the remaining was non-speech.

The ground truth of speech and non-speech classification of the testing data was obtained by using phoneme of TIMIT and manually labeling. In case of TIMIT corpus, the phonemes h#, pau, epi, bcl, dcl, gcl, pcl, tck, and kcl were regarded as non-speech and the others phonemes were regarded as speech. In case of our corpus, we labeled speech/non-speech sections manually by listening and labeling.

In training the system, we train the whole system at once (not separate training of the autoencoder and classifier). The neural networks of both autoencoder and classifier stages was implemented by using Keras toolkit [20] with Tensorflow backend [21].

All speech data in this paper were recorded in 16 KHz sampling rate, 16 bits, and mono channel. They were divided into frames with the frame size 20 ms and frame shift 10 ms. There are mainly two evaluations: evaluation of denoising stage and evaluation of the VAD. The evaluation of VAD has six conditions which are (1) CLDNN : convolutional LSTM without denoising stage, (2) CBLDNN : convolutional BLSTM without denoising stage, (3) CLAE-CLDNN : CLDNN with convolutional LSTM autoencoder denoising algorithm, (4) CLAE-CBLDNN : CBLDNN with convolutional LSTM autoencoder denoising algorithm, (5) LSA-CLDNN : CLDNN with log spectral amplitude estimator denoising algorithm, and (6) LSA-CBLDNN : CBLDNN with log spectral amplitude estimator denoising algorithm. The performance of our VAD system is measured in term of accuracy (Acc) defined as.

\[
Acc = \frac{TP + TN}{TP + TN + FP + FN}
\]

Where \(TP\) is the number of non-speech frames that are classified as non-speech. \(TN\) is the number of speech frames that are classified as speech. \(FP\) is the number of non-speech frames that are classified as speech. \(FN\) is the number of speech frames that are classified as non-speech frames.

#### B. Evaluation of deep neural networks

After training the networks, the performance of CLDNN and CBLDNN (without denoise) are shown in Table III. The results of CBLDNN is slightly better than those of CLDNN in both seen and unseen noise condition data. In addition, the maximum improvement is at 5 dB, where the relative accuracy improvement by using the CBLDNN are 0.51% and 0.88% in seen and unseen conditions, respectively. Whereas the accuracy by using the CBLDNN is slightly better than that of CLDNN at 30 and 15 dB.

**TABLE III**
THE PERFORMANCE OF CLDNN MODEL COMPARED WITH CBLDNN MODEL FOR VAD.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>SNR</th>
<th>Seen noise condition</th>
<th>Unseen noise condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLDNN</td>
<td>30dB</td>
<td>93.68</td>
<td>84.03</td>
</tr>
<tr>
<td></td>
<td>15dB</td>
<td>92.95</td>
<td>72.79</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>92.01</td>
<td>67.62</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>92.73</td>
<td>71.84</td>
</tr>
<tr>
<td>CBLDNN</td>
<td>30dB</td>
<td>93.80</td>
<td>84.34</td>
</tr>
<tr>
<td></td>
<td>15dB</td>
<td>93.28</td>
<td>73.03</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>92.52</td>
<td>68.50</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>93.24</td>
<td>77.74</td>
</tr>
</tbody>
</table>

#### C. Evaluation of denoising algorithm

Before evaluation of our denoising-based VAD system, we evaluated the performance of the denoise stage. In training the autoencoder, the learning loss rate was reduced as less as possible close to zero. The best learning iteration was chosen among the last ten iterations when there was no further reduction of the loss rate. We evaluated the performance of denoising by enhancing 500 noisy audio files of seen noisy...
condition (noisy TIMIT corpus). The techniques that we use to investigate the performance of denoising algorithm consist of Perceptual Evaluation of Speech Quality (PESQ) [22], speech distortion index, and noise reduction index [23]. The speech distortion or noise reduction index is calculated by

\[ I = \frac{1}{N} \sum_{n=1}^{N} \frac{|\hat{s}_n(t) - s_{n,ref}(t)|}{s_{n,ref}(t)} \times 100, \]  

where \( N \) is the total number of speech signals, and \( s_{n,ref}(t) \) is the corresponding referenced speech signal. \( s_{n,ref}(t) \) is the noisy speech signal \( y_n(t) \) when we calculated the noise reduction index, whereas \( s_{n,ref}(t) \) is the clean speech signal \( x_n(t) \) when we calculated the speech distortion index. The evaluation was the comparison between our CLAE and the LSA. The results are shown in Table IV. We can see that the PESQ is slightly increased after noise reduction by using both CLAE and LSA. When SNR is 30 and 15 dB, the LSA is efficient in noise reduction because of less speech distortion and high noise reduction. The CLAE performs higher percentage in noise reduction, but introducing more distortion. However, when SNR is 5 dB, CLAE is better than the LSA.

### TABLE IV

<table>
<thead>
<tr>
<th>SNR</th>
<th>Noisy speech</th>
<th>CLAE</th>
<th>LSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>30dB</td>
<td>Reduction(%)</td>
<td>15.28</td>
<td>3.99</td>
</tr>
<tr>
<td></td>
<td>Distortion (%)</td>
<td>14.81</td>
<td>4.05</td>
</tr>
<tr>
<td></td>
<td>PESQ</td>
<td>3.62</td>
<td>3.70</td>
</tr>
<tr>
<td>15dB</td>
<td>Reduction(%)</td>
<td>28.54</td>
<td>21.64</td>
</tr>
<tr>
<td></td>
<td>Distortion (%)</td>
<td>20.51</td>
<td>15.45</td>
</tr>
<tr>
<td></td>
<td>PESQ</td>
<td>2.66</td>
<td>3.02</td>
</tr>
<tr>
<td>5dB</td>
<td>Reduction(%)</td>
<td>58.45</td>
<td>52.56</td>
</tr>
<tr>
<td></td>
<td>Distortion (%)</td>
<td>38.45</td>
<td>36.26</td>
</tr>
<tr>
<td></td>
<td>PESQ</td>
<td>1.94</td>
<td>2.48</td>
</tr>
</tbody>
</table>

**D. Evaluation of the proposed VAD**

We evaluated the performance of our denoising-based VAD system by using both LSA and CLAE. The results are shown in Table V. The best average accuracy is 92.42% when LSA-CBLDNN was used in case of seen noise condition data. The LSA-CBLDNN also gave the best accuracy in case of unseen noise condition data, 80.97%. Without denoising, CBLDNN (without denoising) yielded the accuracy 93.24%, which is 0.82% higher than the LSA-CBLDNN (after denoising) in case of seen noise condition data. However, the LSA-CBLDNN gave 3.23% higher than the CBLDNN in case of unseen noise condition data. This indicates the success in our goal.

**E. Evaluation of the VAD processing time**

We have seen that the number of parameters of the CBLDNN is as twice as that of the CLDNN. We have investigated the processing time of the system by using all examples in unseen noise condition dataset. We used a personal computer having CPU speed 3.40GHz and 8G of RAM running on Ubuntu operating systems. Table VI shows the average processing time corresponding to six conditions. The input is the total duration of the testing data.

The number of parameters of CBLDNN is 1.98 times larger than that of the CLDNN. But the processing time of CBLDNN is 1.49 times slower than CLDNN. Although the processing time by using the CLAE is 1.51 times longer than that of the LSA, it is worthy using the CLAE because it can add more noise training data to handle more noises than the LSA. One of the example is shown in Fig. 3 that the CLEA can restore speech when the SNR is very low.

**IV. DISCUSSION**

According to the results in Table III, modifying the LSTM to bidirectional LSTM could improve the speech/non-speech classification for both seen and unseen noise condition data. In Table V, applying denoising algorithms to VAD system could improve the accuracy of VAD by 1%-3%, compared with Table III, in case of unseen noise condition data.

After denoising, the average accuracy by using the LSA-CBLDNN is higher than those by using the CLAE-CLDNN, CLAE-CBLDNN and LSA-CLDNN in both seen and unseen noise condition data. This means that using the LSA is superior to our CLAE. We investigated the performance of noise reduction as shown in Table IV. The performance of our CLAE is superior to the LSA when the SNR is 5 dB in case of

### TABLE V

**ACCURACY OF THE DIFFERENT MODELS WITH RAW WAVEFORM FEATURE.**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>SNR</th>
<th>Seen noise condition</th>
<th>Unseen noise condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLAE-CLDNN</td>
<td>30dB</td>
<td>93.31</td>
<td>85.59</td>
</tr>
<tr>
<td></td>
<td>15dB</td>
<td>92.11</td>
<td>73.49</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>90.32</td>
<td>67.64</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>92.00</td>
<td>78.32</td>
</tr>
<tr>
<td>CLAE-CBLDNN</td>
<td>30dB</td>
<td>93.21</td>
<td>85.18</td>
</tr>
<tr>
<td></td>
<td>15dB</td>
<td>92.24</td>
<td>73.50</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>90.79</td>
<td>68.28</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>92.12</td>
<td>78.25</td>
</tr>
<tr>
<td>LSA-CLDNN</td>
<td>30dB</td>
<td>93.60</td>
<td>86.75</td>
</tr>
<tr>
<td></td>
<td>15dB</td>
<td>92.72</td>
<td>77.33</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>89.44</td>
<td>69.73</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>92.12</td>
<td>80.45</td>
</tr>
<tr>
<td>LSA-CBLDNN</td>
<td>30dB</td>
<td>93.89</td>
<td>87.60</td>
</tr>
<tr>
<td></td>
<td>15dB</td>
<td>92.84</td>
<td>77.60</td>
</tr>
<tr>
<td></td>
<td>5dB</td>
<td>90.25</td>
<td>69.84</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>92.42</td>
<td>80.97</td>
</tr>
</tbody>
</table>

**TABLE VI**

**THE PROCESSING TIME OF OUR VAD SYSTEMS.**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Input</th>
<th>Denoise</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLDNN</td>
<td>-</td>
<td>67.13</td>
<td></td>
</tr>
<tr>
<td>CBLDNN</td>
<td>-</td>
<td>100.63</td>
<td></td>
</tr>
<tr>
<td>CLAE-CBLDNN</td>
<td>1855.32</td>
<td>151.82</td>
<td>68.73</td>
</tr>
<tr>
<td>CLAE-CLDNN</td>
<td>101.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSA-CBLDNN</td>
<td>100.03</td>
<td>68.45</td>
<td></td>
</tr>
<tr>
<td>LSA-CLDNN</td>
<td>101.44</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
seen noise condition data. This corresponds to the accuracy in Table V at 5 dB that the CLAE-CBLDNN is superior to the LSA-CBLDNN in case of seen noise condition data. Figure 3, emphasizes the performance of our CLAE that it can restore the speech signal when the SNR is low, compared with the LSA. We predict that insufficient training data causes the performance of CLAE-CBLDNN lower than that of LSA-CBLDNN when the testing data is unseen. This problem could be easily solved in the future and we can construct the high accuracy VAD system by using the CLAE-CBLDNN.

Fig. 3. The performance of noise reduction in a seen noise condition data by added white noise at SNR equal to 5dB.

V. CONCLUSION

In this paper, we presented the denoising-based VAD system trained with raw waveform for unseen environments. Our system had a denoising stage and a speech/non-speech classifying state. Two algorithms namely, convolutional long-short term memory autoencoder and log spectral amplitude estimator were employed for denoising. The classifying stage was convolutional bidirectional long-short term memory deep neural network. The evaluation results showed that the bidirectional long-short term memory based VAD was better than the normal long-short term memory one. The accuracy after denoising by using our autoencoder yielded better performance than using the log magnitude spectrum estimator when the signal to noise ratio was low in case of seen noise condition data.

REFERENCES


Semantic Enhancement and Multi-level Label Embedding for Chinese News Headline Classification

Jiangnan Qi  
Lab of Social Intelligence and Complex Data Processing  
School of Software Engineering Xi’an Jiao Tong University  
xi’an, China  
jiangnanqi2@163.com

Yuan Rao  
Lab of Social Intelligence and Complex Data Processing  
School of Software Engineering Xi’an Jiao Tong University  
xi’an, China  
yuanrao@163.com

Ling Sun  
Lab of Social Intelligence and Complex Data Processing  
School of Software Engineering Xi’an Jiao Tong University  
xi’an, China  
sunling@stu.xjtu.edu.cn

Xiong Yang  
Lab of Social Intelligence and Complex Data Processing  
School of Software Engineering Xi’an Jiao Tong University  
xi’an, China  
youngpanda@stu.xjtu.edu.cn

Abstract—News headline classification is a specific example of short text classification, which aims to extract semantic information from the short text and classify it accurately. It can provide a fast classification method for data of various kinds of news media, thus arousing the common concern of academia and industry. Most short text classification methods are based on the semantic expansion of external knowledge, which is unable to expansion dynamically in real time and make full use of label information. To overcome these problems, we propose a novel method which consists of three parts: semantic enhancement, multi-dimensional feature fusion network and multi-level label embedding. Firstly, the word-level semantic information are embedded into the character encoding from pre-train model to enhance semantic features. Secondly, both of Bi-GRU and multi-scale CNN are used to extract sequence and local features of text to enhance the semantic representation of the sentence. Furthermore, the multi-level label embedding is used to filter textual vector and assist classification in the word and sentence level respectively. Experimental results on NLPCC 2017 Chinese news headline classification task show that our model achieves 84.74% of accuracy and 84.75% of F1, improves over the best baseline model by 1.5% and 1.6%, respectively, and reaches the state-of-the-art performance.

Index Terms—News headlines classification, multi-level label embedding, semantic enhance, multi-dimensional feature fusion.

I. INTRODUCTION

News headline classification is a special task of short text classification, its purpose is to quickly and accurately determine the categories of news from the short headline expressions which distills the full text semantic information. However, news headlines are characterized by inherent sparsity, wide range, strong real-time, various styles and non-standard features, which seriously affect the performance of text classification. How to improve the performance of news headline classification according to the semantic features existing in news headlines not only can be widely used in important fields such as vertical search, news recommendation and public opinion analysis, but also attracted wide and high attention from academia and industry [1]. Many researchers adopt external knowledge to expand semantic features of short text, such as semantic expansion based on the existing databases [2], [3]. But it needs to be constructed artificially and cannot be updated timely, so unable to meet the needs of real-time performance. Besides of this, traditional machine learning algorithms are used to get knowledge to expand text semantic representation [4]–[6]. Due to the sparse features of short texts, such methods always introduce noise information and cannot extract information accurately.

In order to satisfy the classification requirement of high real-time and accuracy, some researchers have adopted some Deep Learning algorithms, such as Recurrent Neural Network (RNN) and Convolutional Neural Network (CNN), which have made some breakthroughs by mining the deep semantic feature of text itself without introducing external knowledge and achieve some state-of-arts performances. Based on the shortcoming of RNN’s long-term dependence, Baoxin Wang [7] proposed a kind of disconnected recurrent neural network to extract the sequence information of text, but too large or small block size will seriously influence the result of text semantic extraction. In addition, Conneau et al. [8] proposed a classification method of very deep convolutional networks to extract the local information of text, but too large or small block size will seriously influence the result of text semantic extraction. In addition, Conneau et al. [8] proposed a classification method of very deep convolutional networks to extract the local information on the text. Because of the disadvantage of complex network and time-consuming training, Jonson et al. [9] further proposed a pyramid convolutional neural network. But, both of these two kinds of methods only extract the partial features of text from the sequential information or local information. Furthermore, Vaswani et al. [10] adopted the attention mechanism to create a Transformer
Network, which can extract a sort of scale and granularity feature from the words or characters of the sentence. In addition, Wang et al. [11] proposed a strategy of attention mechanism with label embedding to enhance the semantic representation of the text, but this method has been not applied into the final text classification strategy. To solve this problem, Kim et al. [12] and Demirel et al. [13] use all classification tags and sentence representation to calculate similarity, but it convert a multi-classification problem into many binary classification problems, which aggravate the complexity of classifier design and implementation.

Based on the above considerations, we propose a new Semantic Enhancement and Multi-level Label Embedding Model (SEMLE), which provides an end-to-end solution without any external knowledge. Firstly, the relevant corpus is used to fine-tune the parameters of the BERT model [14] for satisfying the field of the news. Then, we utilize traditional text representation methods to expand BERT's text information encoding for semantic fusion both of characters and words. Besides, multi-scale CNN and Bi-GRU are adopted to enhance the high-level and deep semantic representation of text. Moreover, the labels containing semantic information will replace the traditional One-Hot text encoding method, which can filter the text representation and assist the classification decision at the word level and sentence level respectively. Finally, the Softmax activation function is used to classify the text. Experimental results on NLPCC 2017 Chinese news headline classification task show our model achieved 84.74% of accuracy and 84.75% of F1, reaching the state-of-the-art performance.

II. RELATED WORK

A. Semantic Representation

In general, Word2Vec. [15] and Glove [16] provided great contribution to represent the deep semantic of words. But both of these two methods use shallow neural network, which cannot be adjusted during the process of training. Furthermore, Peters et al. [17] introduced a pre-trained deep bidirectional language model, named ELMo, for supervised NLP tasks, which build a fundamental work for BERT Model. Yet, for Chinese text, BERT only considered the contextual meaning of characters, but did not get word-level semantic information. Kim et al. [12] illustrated a novel method to train characters in word with the Bi-LSTM model to generate word vector, and then stitched them with the original word vector together as one to expand the semantic of words. This method enhances the semantic representation of text at the same granularity level, when we add the word vector into the character vector to realize the disambiguation of word’s semantic information at different context.

Due to the sequence features will lost over long distance in RNN model, Wang et al. [7] proposed a DRNN stacking method for improvement in the semantic representation of sentence-level text. In addition, a multi-layer Bi-LSTM method [12] and deep convolutional neural network [8] have been introduced into the text classification task. Johnson et al. [9] provided a novel pyramid network to extract sentence-level semantics based on deep convolutional network. Moreover, the methods above-mentioned only use the optimized model based on CNN or RNN to extract local features or sequence features, respectively. In this paper, we firstly construct a framework to merge the multi-scale features based on local and sequence features of text into the sentence vector representation, and then the label vector is used as a complementary feature to realize accuracy classification of the news.

B. Label Embedding

In text classification task, One-Hot vector is usually used to encode label [7]–[9], [18], but this method neglects the semantic information of the label, which can help us to screen out the irrelevant information and to assist classification of the text. So, how to utilize the semantic information of label to build a novel classification model has become a critical research work in recent years. Xu et al. [18] suggested to adjust the weight of the LSTM network used these labels and make the network enlightening. Wang et al. [11] embedded text and label into the same vector space, and calculated the weight of text through the correlation between text and label, so as to distinguish the importance of text in the classification task. But in above-mentioned methods, the label only serves as an auxiliary text representation. Kim et al. [12] and Zhang et al. [19] extracted the relationship between sentences and label by similarity calculation and then calculated the similarity score for classification. The classification strategy is changed in above methods, but there is still a lot of noise at the text representation stage. In this paper, we attempt to construct a multi-level label embedding strategy to represent as a word-level vector and sentence-level text for news classification.

C. Pre-train Model and Domain Adopt

Before the pre-training model was proposed, task-specific neural network architecture dominated the research and application in natural language processing. With the increasing of computing capability and development of deep learning, pre-train language representation models greatly improved the performance of various tasks. Bert [14] is one of the key example of contextualized representation learning, which adopts a fine-tuning approach that doesn’t require specific architecture of every terminal task. It learns from data, such as Wikipedia, in a way that avoids too much prior knowledge, thus improving the evaluation index of many tasks, exceeding the performance of ELMo [17] and GPT [20], and being widely applied. But fine-tuning BERT directly on the end task with limited tuning data faces both domain and task awareness challenge. To reduce the burden of the end tasks, Xu H et al. [21] proposed to fine-tune BERT model on certain domain corpus to make the model have domain characteristics, achieved obvious results.

III. THE PROPOSED MODEL

The model we introduced is SEMLE model, which is a new end-to-end solution with semantic enhancement and multi-level label embedding in a hybrid deep neural network. The
A. Semantic Enhancement

The goal of this module is to integrate the features of characters and words in the text together, so that each character can be embedded with the deep semantic information of the corresponding word. For a given sentence, the formal expressions of this sentence by the set of characters or words are shown as follow: \( \text{Sentence_char} = \{c_1, c_2, ..., c_n\} \) and \( \text{Sentence_word} = \{w_1, w_2, ..., w_m\} \), where \( n \) and \( m \) denote the number of characters and words in the sentence respectively, and \( m \leq n \). Further, a fine-tune BERT is utilized as a mapping: \( \phi: R^n \rightarrow R^n \times R^d \) which represents a sentence mapping from n-dimension vector of characters into a \( n \times d \) dimension embedding representation in character-level. Meanwhile, we donate a SGNS [22] model as a mapping \( \varphi: R^m \rightarrow R^m \times R^d \), which maps a m-dimension vector of words in one sentence into a \( m \times d' \) dimensional embedding representation in word-level. The embedding representation in character-level and word-level of sentences are defined as follows:

\[
\begin{align*}
  v_{\text{sentence_char}} &= \phi(\text{Sentence_char}) \\
  v_{\text{sentence_word}} &= \varphi(\text{Sentence_word})
\end{align*}
\]

Then, each word representation can be embedded into the character representation of this word for semantic enhancement. The enhancement character-embedded representation is:

\[
v_{\text{enhance}} = \{v_{e1}, v_{e2}, ..., v_{en}\}
\]

where, \( v_{e1} \) denotes an enhancement vector representation of character embedding, which is composed of the character embedding and related word embedding. For example, there are words of “the media”, the character vector and word vector are expressed as \( \{v_{c1}, v_{c2}\} \) and \( \{v_w\} \), respectively. After the processing of semantic enhancement, it can be represented as: \( \{v_{e1}, v_{e2}\} = \{v_{c1} + v_w, v_{c2} + v_w\} \), where, “+” means an operator of joint.

B. Multi-dimensional Feature Fusion Network

Each sentence always is sequence of characters or words. Due to the operator of semantic enhancement, the sequential feature of every word reflecting deep semantic in context is weakened. Considering the dependency behavior among different characters in one sentence, a series of RNN models have been used to extract the sequence features [7], [12]. Accordingly, the bidirectional GRU is selected to enhance semantic representations for sentence vectors. The calculation strategy of a GRU at the step \( t \) are listed as follows:

\[
\begin{align*}
  z_t &= \sigma(W_zx_t + U_zh_{t-1}) \\
  r_t &= \sigma(W_rx_t + U_rh_{t-1}) \\
  g_t &= \tanh(W_hx_t + U_h(r_t \circ h_{t-1})) \\
  h_t &= (1 - z_t) \circ h_{t-1} + z_t \circ g_t
\end{align*}
\]

Where, \( x_t \) denotes the input data at time \( t \), \( h_t \) and \( h_{t-1} \) are the hidden units at time \( t \) and \( t-1 \), respectively. \( z_t \) is update gate. \( r_t \) is reset gate. \( \sigma, \tanh, \circ \) denote the sigmod activation function, the tanh activation function and element-wise multiplication. In bidirectional GRU, the forward and backward outputs of the hidden layer are aggregated together for uniform definition about the output of text sequence features:

\[
u_{\text{output_gru}} = \left[ h_t; \tilde{h}_t \right]
\]
In the task of short text classification, some characters or words in sentences have significant influence on the quality of classification, so how to measure the effect about local features in text will bring a new opportunity for optimizing the capability of the algorithm. Inspired by Inception Network [23] in computer vision, we used three sets of CNN with different size of convolution kernel for extraction n-gram features. The first CNN stack has two convolution kernels and both size are 1. The convolution kernel sizes of second CNN stack are 1 and 3 respectively. The third one is the same as the second one, because the length of most words in text is usually less than 5. All convolution modules will take one-dimensional convolution and a selectively add activation functions after convolution. Finally, local features are expressed as:

\[ v_{cnn} = [C^1 : C^3 : C^3] \]  \hspace{1cm} (9)

Where, \( C^i \) is the output of convolutional neural network with convolution kernel size \( i \). In order to represent more text features and make the sentences have both sequence features and local features, we aggregate the representation results of Bi-GRU and multi-scale CNN together to form the final sentence representation:

\[ v_{abstract\_sent} = [v_{cnn} : v_{output\_gru}] \]  \hspace{1cm} (10)

C. Multi-level Label Embedding

In text classification, the classification labels have strong semantic information and play a critical role for directly guiding on the classification of contents [19]–[21]. In this paper, the labeled information is used for character filtering and auxiliary classification at the word-level and sentence-level respectively.

Word-level Label Embedding: Due to amount of useless words for text classification in one sentence, some noise data will be introduced when the word is embedding to generate a word vector. Once these word vectors are directly used in the downstream task, it will not only consume the huge resources of computation but also influence the performance of classification. While, the category labels can be used to screen information closely related to classification and formalized definition is represented as follow: \( Label = \{l_1, l_2, ..., l_{num}\} \), where \( num \) denotes the number of labels. Therefore, the label embedding can be defined as:

\[ v_{label} = \varphi(\text{Label}) \]  \hspace{1cm} (11)

The compatibility of label-character pairs can be measured by the cosine similarity:

\[ M_{\text{weight\_char}} = v_{\text{enhance}} \cdot v_{\text{label}}^T \]  \hspace{1cm} (12)

Where, \( M_{\text{weight\_char}} \) means a weight matrix with size of \( n \times num \), \( v_{\text{enhance}} \) means an enhancement vector representation, \( v_{\text{label}}^T \) means label embeddings, \( \cdot \) denotes dot multiplication.

When we add the label weights into each corresponding character embeddings, then the character weight can be calculated:

\[
\alpha_i = \sum_{j=1}^{num} M_{\text{weight\_char}}[i][j] \\
\alpha = [\alpha_1, \alpha_2, ..., \alpha_n] \tag{13}
\]

Where, \( \alpha_i \) denotes the weight of the i-th character. \( \alpha \) denotes the normalized weight matrix of text representation:

\[
\alpha_i = \frac{\alpha_i}{\max(\alpha)} \tag{14}
\]

The text embedding representation can be calculated by multiplication between the character embedding and the normalized weight matrix:

\[ v_{\text{update}} = v_{\text{enhance}} \circ \alpha \]  \hspace{1cm} (16)

Where, \( v_{\text{update}} \) means a character representation vector filtered by labels, \( \circ \) denotes an element-wise multiplication. Meanwhile, We will take advantage of \( v_{\text{update}} \) as input to the Multi-dimensional Feature Fusion Network instead of \( v_{\text{enhance}} \).

Sentence-level Label Embedding: In general, the sentence representation will be compressed in same dimension as the number of classification labels by a feedforward neural network. However, this kind of method is easy to introduce noise in the compression process without prior guidance. To solve the above problem, we propose a similar calculation method of label-sentence pairs to replace feedforward neural network:

\[ v_{\text{similarity}} = v_{\text{label}} \cdot v_{\text{abstract\_sent}} \]  \hspace{1cm} (17)

Where, \( v_{\text{similarity}} \) is similarity score of corresponding label, \( v_{\text{label}} \) means label embeddings, \( v_{\text{abstract\_sent}} \) means the output of the Multi-dimensional Feature Fusion Network, \( \cdot \) means multiplication of corresponding vectors.

Finally, we employ Softmax activation function to obtain the classification label:

\[
P(\hat{y}_{i}|\text{sentence}) = \text{Softmax}(v_{\text{similarity}}) \\
\hat{y} = \arg \max P(\hat{y}_{i}|\text{sentence}) \tag{18}
\]

Where, \( \hat{y} \) denotes a prediction label. \( P(\hat{y}_{i}|\text{sentence}) \) means the probability probability of the i-th label in the sentence. \text{Softmax} is softmax activation function.

D. Model Training

Due to the classification of news headline is discrete, we employ a multi-label cross entropy as the loss function to calculate the whole loss:

\[
\text{Loss} = - \sum_{i}^{N} \sum_{j}^{num} y_{ij} \log \hat{y}_{ij} + \lambda ||\theta|| \]  \hspace{1cm} (20)

Where, \( N \) denotes the size of the training set, \( y \) denotes the markup label of each category, and \( \theta \) denotes all the training parameters. Cross entropy is used to describe the difference between the predicted value and the real value of the model, and the stochastic gradient descent algorithm is used to optimize and adjust the model parameters.
IV. EXPERIMENTS

A. DataSet Introduction

To evaluate the performance of our model in news headline classification, we executed a series of experiments on Chinese news headline categorization dataset [1] derived from Task 2 of NLPCC 2017, which collected huge amount of news headlines with 18 categories from several Chinese news websites, such as Toutiao, Sina and so on. The label of all categories are shown in Table I. The number of characters in most titles is less than 40, with 21.05 the average. Headlines are even shorter, most of which are less than 20, with 12.07 the average. In this paper, the training set contains 156,000 pieces of data, and the development set and test set contain 36,000 headline of news, respectively. However, this corpus is an imbalance data set with different quantity of news in different category. Especially, there are only 4,000 pieces of training set in the four categories of essay, story, regimen and discovery, but 10,000 pieces of other data sets.

In addition, we also adopted the same evaluation methods defined by NLPCC 2017, including macro-averaged precision, recall and F1. Meanwhile, we add the accuracy as a new evaluation index.

<table>
<thead>
<tr>
<th>Game</th>
<th>Essay</th>
<th>Baby</th>
<th>Regimen</th>
<th>Fashion</th>
<th>History</th>
</tr>
</thead>
<tbody>
<tr>
<td>Military</td>
<td>World</td>
<td>Society</td>
<td>Travel</td>
<td>Food</td>
<td>Discovery</td>
</tr>
<tr>
<td>Car</td>
<td>Entertainment</td>
<td>Finance</td>
<td>Story</td>
<td>Tech</td>
<td>Sports</td>
</tr>
</tbody>
</table>

B. Candidate Models for Comparison

To compare with our framework, we selected two types of benchmark methods: the baseline methods provided by NLPCC 2017 and some new classification method proposed by the researchers later.

- **LSTM** [1]: a bidirectional LSTM network with pre-training language models by GloVe for word embedding.
- **CNN** [1]: a deep CNN networks with convolution core size of different scales.
- **NBOW** [24]: a neural Bag-of-Words model containing the task specific word importance weights
- **FastText** [25]: a FastText network combined with pre-training language models to enhance semantic representation.
- **Fusion System** [26]: a text classification method based on GRU and multi-mode binary classification voting mechanism.
- **Expand System** [25]: a semantic enhancement method for extending keywords in domain-specific datasets.
- **STCKA** [27]: a method of enhancing the semantic representation of short text by retrieving knowledge from external knowledge sources.
- **CEA** [28]: a Category Expert Attention matrix to extract sentence features from different category perspectives.

C. Implementation Details

In this paper, we select a public pre-training deep representation language model, named BERT-Base, Chinese, which has 12 layers, 768 hidden size, 12 attention heads per layer and 110M parameters. The dimension of the SNGS embedding are 768 and the length of sentence is 64. In a multi-scale convolution module, the channel numbers on CNN with 1 × 1 kernel size are 128, 64 and 32, respectively; the channel numbers of the other group CNN with 3×3 kernel size are 192 and 96. The hidden size of the bidirectional LSTM is 768. During the training process, the Adam optimizer is selected and the learning and dropout rates are divided into two parts: 5e-5, 0.1 in BERT module, and 2e-4,0.5 in other modules.

Additionally, all experiments in the paper are completed on the open source framework PyTorch on Linux CentOS 7.6.1810 system with NVIDIA TITAN Xp GPU (12G graphics memory).

D. Results And Analysis

In TABLE II, the results of the comparison experiments show that our model, SEMLE, obtains 84.88%, 84.7%, 84.74% and 84.75% in macro-averaged precision, recall, F1 and accuracy, respectively. Compared to the best method of benchmark, our method boosts 1.5% F1 and 1.6% accuracy and achieves the state-of-the-art performance.

Some neural-network models, such as GRU and CNN, have shown that they have the capability for automatically encoding the text in sequence and local features and improve the performance of text classification. But, these models with shallow network can not represent the deep semantic information, so it only widely can be used as basic module for extracting text features. Since NBOW model considered the statistical information of words, the performance of classification is greatly improved than the traditional models of LSTM and CNN. Furthermore, a fusion System, based on LSTM and CNN, is to merge two kinds of text feature together and to form a classification framework, which designs a multi-mode binary classification voting mechanism to improve classification performance. Due to this strategy is too simple, the voting mechanism cannot optimize the final performance greatly. Compared with above-mentioned models, the model of semantic enhancement network at the word level achieved better results than FastText and Expand System. The external knowledge introduced some noise, but corresponding module is not designed in the downstream task to reduce the classification error caused by it. In addition, both of STCKA and CEA networks use the attention mechanism to filter the noise by adjusting the weight and extend the text representation. In addition, the method of multi-angle classification is introduced in CEA model to extract classification features from multiple aspects, which model had achieved the best classification performance before we propose the SEMLT model.

Our method obtains the best performance in this field so far, which may be derived from three parts as follow: (1)
TABLE II
COMPARISON OF EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th>Model</th>
<th>Macro P</th>
<th>Macro R</th>
<th>Macro F</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>77.5</td>
<td>76.8</td>
<td>77.1</td>
<td>76.8</td>
</tr>
<tr>
<td>CNN</td>
<td>79.0</td>
<td>78.4</td>
<td>78.7</td>
<td>78.4</td>
</tr>
<tr>
<td>NBOW</td>
<td>79.7</td>
<td>79.0</td>
<td>78.7</td>
<td>78.4</td>
</tr>
<tr>
<td>Fasttext</td>
<td>81.0</td>
<td>80.5</td>
<td>80.8</td>
<td>80.5</td>
</tr>
<tr>
<td>Fusion System</td>
<td>81.41</td>
<td>81.14</td>
<td>81.16</td>
<td>-</td>
</tr>
<tr>
<td>Expand System</td>
<td>83.20</td>
<td>83.10</td>
<td>83.10</td>
<td>83.10</td>
</tr>
<tr>
<td>STCKA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>80.11</td>
</tr>
<tr>
<td>CEA</td>
<td>84.12</td>
<td>83.34</td>
<td>83.21</td>
<td>83.14</td>
</tr>
<tr>
<td>SEMLE</td>
<td>84.88</td>
<td>84.75</td>
<td>84.74</td>
<td>84.75</td>
</tr>
</tbody>
</table>

enhancement embedding for semantic representation of text. We utilize BERT model to obtain the character vector and SGNS model to obtain the word vector in same sentence, and then the word vector should be embedded into the character vectors to enhance semantic features of short text. (2) In the phase of semantic extraction, local features and sequence features of the text are extracted by multi-scales CNN model and Bi-GRU model, respectively. The enhancement semantic information of sentences can be expressed by integrating these features. (3) We propose a creative strategy of multi-level label embedding. The category labels, with strong semantic feature, can enhance text representation at word level. Then, the similarity score between sentence and label is used to optimize the classification strategy at the sentence level.

Meanwhile, due to the imbalance of data set, the performance of classification about each category is discussed in this section. The experimental results show that the classification quality of all categories to achieve the state-of-arts about all the measures in the dataset, especially, there are four kinds of categories, such as Essay, Story, Regimen and Discovery, who contain less data than others but the performers is not the worst. The F1 value on each category by our model’s is shown in Figure 2. On the contrary, the two categories, i.e., World and Society, have amount of data, but the performance of classification is somewhat lower than others. Therefore, our model have a certain robustness to adapt the situation of data imbalance. While, the reason of the lower performance may be derived from the smaller data scope. To comprehensively learn all the semantic information of the category labels are impossible.

To verify the convergence of the model, we analyze the influence of F1 value waved with epochs and learning rate. The experimental results are shown in Figure 3. In the training phase, we design three groups of experiments, i.e., the larger and the smaller learning rate, and the hierarchical learning rate, to analyze the influence of learning rate on F1 value. The large learning rate makes the experimental results fluctuate greatly, because the pre-training model already has prior knowledge. Although the F1 value continues rise with the small learning rate, but the speed of rise is become slower and slower. Our model employs the hierarchical learning rate, whose capability of convergence is quickly and steady. Then, we design an experiment to analyze the classification performance of our model changed with epochs, the results show that the performance of model has a rapid growth trend before the third epochs and achieves peak value in the third epoch, then rate of rise is become steady fluctuate and decline. Maybe, there are two reasons can explain why this model has the capability of quick convergence. (1) In experiment, the fine-tuning strategy is executed in the pre-training model on the Chinese news data set, i.e, Sogou dataset, which can learn the deep characteristics of news text. (2) In the downstream task, the learning rate of our model is larger than the pre-training model, and the kind of hierarchical learning rate can accelerate the convergence rate of the model. Meanwhile, different dropout rates are adopted to prevent the model from overfitting and make the model
reach the optimal performance in a short time.

E. Ablation Study

In order to verify the effectiveness of our proposed model, including pre-training and the downstream task, we conducted ablation experiments for the four main processes. The detailed experimental results are shown in TABLE III, where SE denotes the semantic enhancement module, C denotes the CNN semantic extraction, G denotes the bidirectional GRU, CG means multi-dimensional feature fusion network, WLE denotes the word-level label embedding and SLE is the sentence-level label embedding. The detailed processes of ablation experiments are explained as follow:

(1) Firstly, we choose Sogou dataset in Chinese news to fine-tune based on the pre-training model and make it to satisfy the news field. The pre-training model already contains a large amount of corpus information, but lacks the professional knowledge of domain, which may lead to the phenomenon that one word has multiple meanings in different context. Especially, the correct semantic meaning of each word is very important in the short text classification. The experiment results show that the strategy of fine-tuning based on the pre-training model can effectively improve the classification performance of short text.

(2) In the process of semantic enhancement, we compare three approaches: the first one is to use a fine-tuned BERT’s last layer as text embedding, which can extract the high-level semantic information and ignore the low-level syntactic information. The second one is to fuse the output of all layers of fine-tune BERT to represent text embedding, which can integrate both of low-level syntactic information and high-level semantic information to enhance the representation of words, but it also will aggravate the computational complexity.

In both of above-mentioned methods, every character only focuses on the global information of the sentence, but ignores the semantics feature at the word level. BERT+SE integrates the word information into the character vector to obtain the semantic information of the text from multiple dimensions, and improves the classification effectiveness.

(3) For multi-dimensional feature fusion network, we add different modules to verify the performance of the network. Where, the pre-training model utilizes the self-attention mechanism to add the contextual semantic information into the text representation. Due to the addition of semantic enhancement module, the original global information is weakened. The bidirectional GRU module is added to enhance the sequential information representation of text, which can obviously improve the performance of classification. In addition, local information of the text is extracted by multi-scale CNN module, compared with the original pre-training model, the classification results are improved by introducing the local feature in the text. Finally, both of local and sequence features are fused to make the sentence vectors with more richness semantics. Experimental results show that the multi-dimensional feature fusion network can greatly improve the classification performance.

(4) Due to the traditional One-Hot representation ignoring the label semantics, we propose a multi-level label embedding method. Firstly, the text embedding representation is filtered by the word level label embedding. Because the classification task usually only focuses on some words in a sentence, while other words in the sentence maybe become the noise data to the classification task. The label embedding at sentence level can assist classification by calculating the similarity score between the sentence vector and label, which avoid the noise derived from compressing the sentence representation to low-dimensional space by the feedforward neural network. The experimental results show that single embedding can improve the performance of classification, and two-layer embedding will achieve the best results.

V. Conclusion

In order to improve the performance of news headline classification, we analyze the current semantic representation, semantic enhancement, label-based embedding models and summarize their shortcomings. Based on these work, we propose a Chinese news headline classification method based on semantic enhancement and multi-level label embedding. Specifically, semantic enhancement components put more semantic information with the words embedding into characters. Moreover, a joint model of the bidirectional GRU and multi-scale CNN is designed as the extractor of sentence features to expand sentence semantics from multi-dimensions. In addition, we creatively provide a multi-level label embedding strategy, which can filter text vectors at the word level and promote the short text classification at the sentence level. The performance of SEMLE model surpasses the best methods in previous and achieves state-of-the-art on the task of Chinese news.

### TABLE III

<table>
<thead>
<tr>
<th>Models</th>
<th>Game</th>
<th>Essay</th>
<th>Baby</th>
<th>Regiment</th>
<th>Fashion</th>
<th>History</th>
<th>Military</th>
<th>World</th>
<th>Society</th>
<th>Travel</th>
<th>Food</th>
<th>Discovery</th>
<th>Car</th>
<th>entertainment</th>
<th>Finance</th>
<th>Story</th>
<th>Tech</th>
<th>Sports</th>
<th>F1</th>
<th>acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.8099</td>
<td>0.8575</td>
<td>0.8066</td>
<td>0.8181</td>
<td>0.8377</td>
<td>0.8429</td>
<td>0.8499</td>
<td>0.7349</td>
<td>0.5946</td>
<td>0.7057</td>
<td>0.8359</td>
<td>0.8093</td>
<td>0.8911</td>
<td>0.7388</td>
<td>0.8217</td>
<td>0.8359</td>
<td>0.8394</td>
<td>0.8762</td>
<td>0.8215</td>
<td>0.8214</td>
</tr>
<tr>
<td>BERT+SE</td>
<td>0.8007</td>
<td>0.8555</td>
<td>0.8218</td>
<td>0.7913</td>
<td>0.8067</td>
<td>0.8319</td>
<td>0.8454</td>
<td>0.7402</td>
<td>0.6106</td>
<td>0.8096</td>
<td>0.8181</td>
<td>0.8181</td>
<td>0.9883</td>
<td>0.7624</td>
<td>0.8303</td>
<td>0.8325</td>
<td>0.8083</td>
<td>0.8798</td>
<td>0.8241</td>
<td>0.8239</td>
</tr>
<tr>
<td>BERT+SE+CG</td>
<td>0.8999</td>
<td>0.87</td>
<td>0.8719</td>
<td>0.8425</td>
<td>0.8316</td>
<td>0.8377</td>
<td>0.8555</td>
<td>0.7490</td>
<td>0.6273</td>
<td>0.8164</td>
<td>0.8676</td>
<td>0.9035</td>
<td>0.9051</td>
<td>0.7659</td>
<td>0.8278</td>
<td>0.8392</td>
<td>0.8338</td>
<td>0.8756</td>
<td>0.8339</td>
<td>0.8335</td>
</tr>
<tr>
<td>BERT+SE+CG+C</td>
<td>0.9109</td>
<td>0.869</td>
<td>0.88</td>
<td>0.8523</td>
<td>0.8503</td>
<td>0.8504</td>
<td>0.8628</td>
<td>0.7433</td>
<td>0.614</td>
<td>0.8127</td>
<td>0.8546</td>
<td>0.9058</td>
<td>0.9053</td>
<td>0.7916</td>
<td>0.8311</td>
<td>0.8359</td>
<td>0.8358</td>
<td>0.889</td>
<td>0.8387</td>
<td>0.8385</td>
</tr>
<tr>
<td>BERT+SE+CG+WLE</td>
<td>0.9131</td>
<td>0.8722</td>
<td>0.87</td>
<td>0.8563</td>
<td>0.8509</td>
<td>0.8556</td>
<td>0.8566</td>
<td>0.746</td>
<td>0.6261</td>
<td>0.8179</td>
<td>0.8688</td>
<td>0.9099</td>
<td>0.9092</td>
<td>0.796</td>
<td>0.8314</td>
<td>0.8449</td>
<td>0.8253</td>
<td>0.8902</td>
<td>0.8416</td>
<td>0.8422</td>
</tr>
<tr>
<td>BERT+SE+CG+SLE</td>
<td>0.9122</td>
<td>0.865</td>
<td>0.853</td>
<td>0.8564</td>
<td>0.8503</td>
<td>0.8507</td>
<td>0.8636</td>
<td>0.7413</td>
<td>0.6274</td>
<td>0.8139</td>
<td>0.8624</td>
<td>0.9015</td>
<td>0.9096</td>
<td>0.7669</td>
<td>0.8301</td>
<td>0.8321</td>
<td>0.8384</td>
<td>0.8886</td>
<td>0.8406</td>
<td>0.8406</td>
</tr>
</tbody>
</table>

**SEMLE (our model)** | 0.9221 | 0.8763 | 0.8809 | 0.8580 | 0.8517 | 0.8516 | 0.8701 | 0.7472 | 0.6396 | 0.8285 | 0.8638 | 0.9079 | 0.9135 | 0.8019 | 0.8411 | 0.8521 | 0.8418 | 0.8977 | 0.8474 | 0.8475
headline categorization in NLPCC 2017. The ablation analysis shows that different components illustrate different capability to provide the fundamental work for SEMLE’s architecture.
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Abstract—An Electronic Travel Aid (ETA) has become a necessity for visually impaired to provide them proper guidance and assistance in their daily routine. As the number of blind persons are gradually increasing, there is a dire need of an effective and low-cost solution for assisting them in their daily tasks. This paper presents a cane called R-Cane which is an ETA for the visually impaired and is capable of detecting obstacles in front direction using sonar sensor and alerts the user by informing whether the obstacle is within the range of one meter. In R-Cane, tensorflow object-detection API has been used for object recognition. This makes the user aware about the nature of objects by providing them voice-based output through Bluetooth earphones. Raspberry Pi has been used for processing and Pi camera has been used to capture frames for object recognition. Further, we have implemented Single Shot Multibox Detector (SSD) based four models for object detection. The experimental analysis shows that out of the four models, average F1 score of all the classes is highest for SSD_MobileNet_v1_Ppn_Coco model.

Index Terms—Electronic Travel Aids, Sensor, Assistive Technology, Visually Impaired, Ultrasonic Sensor, Raspberry Pi

I. INTRODUCTION

World is a very beautiful place and we are fortunate enough to be able to see amazing things around us. But a person suffering from vision loss has to face many difficulties in their day-to-day tasks. According to World Health Organization (WHO) [26], 1.3 billion of persons are estimated to be suffering from vision impairment out of which 188.5 million persons have mild vision impairment, 217 million persons have moderate to severe vision impairment, and 36 million are blind [27]. The indoor and outdoor environment contains various obstacles of different shapes and sizes at various locations. Even sighted persons need to be careful sometimes to prevent themselves from collision with obstacles, and some of these obstacles become dangerous for visually impaired such as descending staircases, conical edges etc. that can cause injuries.

A white cane [25] is the oldest and universal solution which provide safe mobility for blind persons. This cane detects the objects in the environment around the person at ground level in the front direction. This cane cannot detect objects in different directions and also cannot perform object recognition. The knowledge of presence and type of static and dynamic obstacles can offer safety and security to visually impaired persons. Some solutions in the form of cane already exists in market such as: Ultrasonic Cane [1,4], Electronic Cane [2], Smart Cane [3], and HALO [15] etc.

Assistive Technologies (AT) are used to assist visually blind which can be wearable or handheld. Wearable devices allow hands-free interaction with minimal use of hands while handheld devices require continuous hand interaction. Wearable devices are worn on different parts of body such as: vests and garments [10,11], waist belt [12], devices worn on feet [14], and glasses [13]. Although variety of assistive devices are currently available but white cane is the oldest and the conventional device used by visually impaired. For safe and quick navigation different developments have been done using different technologies such as Global Positioning System (GPS) [7], Radio Frequency Identification (RFID) [6], Ultrasonic [9], Laser [5], and Global System for Mobile Communication (GSM) [8].

Laser transmits invisible laser beams and produce different audio signals after detecting the obstacle. Ultrasonic is similar to laser technology and follows the same principle that is followed in laser. Based on the distance, different types of tones can be produced through it. GPS is most commonly used for navigation by blind as well as sighted people. It provides voice based output which is followed by users. RFID is also used for navigation, but it requires RFID tags for navigation [6].

The aim of our paper is to build a cost efficient handheld cane to assist blind and visually impaired and make them capable without the help of sighted persons. The system is raspberry Pi based so that it can gain the benefit of high processing power to make it capable for real time processing. It has a pi-camera attached to raspberry which captures the images on which object recognition is done. Ultrasonic sensor is also attached to detect the object and know its range.

Our contribution includes building up of the cane for helping visually impaired using deep learning approach. This cane has the integration of both hardware and software components. Raspberry Pi is attached with the cane where object detection model is integrated that performs object detection as well as recognition. Tensorflow framework of deep learning have been used here for serving the purpose of detection. The combination of raspberry pi and Tensorflow object detection API integrated into cane is a different approach than the methods used in the earlier developed canes.

The remaining paper has been organized in following se-
quences. Related work and methodology has been discussed in Section II and Section III respectively. In Section IV, experimental setup has been described. Finally, Conclusion has been presented in Section V followed by the resource information.

II. RELATED WORK

A variety of travelling aids have been developed to increase the mobility of visually impaired. Some of these aids related to our work have been discussed in this section.

The author in [1] proposed a small and portable Ultrasonic Cane for visually blind with the aim to replace traditional long cane. Ultrasonic cane has few advantages over long cane like longer detection range and the capability to detect the overhanging objects. The authors in [2] have developed a low cost electronic cane for blind people for the purpose of obstacle detection and recognition using two ultrasonic sensors and one monocular camera. It works well in indoor environment but nothing has been stated about its robustness in urban areas.

Another device introduced in [3] is linked with a GSM-GPS module to locate the blind person and to establish a bi-directional communication path in a wireless fashion. It was developed with the aim to guide users who are visually impaired or partially sighted. Another device integrated with cane was developed by authors in [15] which provide haptic alerts during navigation to alert visually impaired of low-hanging obstacles. It is affordable but somewhat heavier than traditional cane. A stereo-image processing based system [23] was developed where stereo camera and stereo earphones was integrated on helmet. Image of the scene in front of user is captured through stereo camera and those images are processed to extract features for assisting blind persons in navigation. The information about the object present is provided to user in musical stereo sounds.

Drishti [24] is a navigation system for blind persons which uses a wearable computer and a vocal communication interface to guide users in travelling in indoor and outdoor environment. The working range of this system is limited with the range of wireless network and installation cost is also high. A RGB-camera based solution, Navigation Assistance for Visually Impaired (NAVI) [22] has been developed to assist visually blind persons through sound commands. To remove the use of multiple sensors, RGB-camera is used here to utilize visual and range information which eased the process of complex image processing tasks.

Bbeep [20] is another recent aid developed for visually impaired to help them in navigation in crowded environment. It is a suitcase based system that alerts user as well as nearby persons from collision using sonic feedback through pose estimation. Recently, a path guiding robot [21] was also developed to help visually impaired with the aim to replace guide dogs. It has the capability to move along multiple path as well as retrace them. And thus, make it easy for blind persons to navigate in indoor as well as outdoor environment.

Single Shot Multibox Detector (SSD) [18] is a model for object detection in real time. Faster Region-Based Convolution Neural Network (Faster R-CNN) [16] is also an object detection model which make use of Region Proposal Network (RPN) to create bounding boxes and classify those objects. It has a good accuracy but not suitable for real-time applications. You Only Look Once (YOLO) is another object detection model which is suitable for real-time applications but is not so accurate. It cannot detect small size objects such as a tennis ball. SSD model uses multi-scale features and eliminates the use of RPN which was used in Faster RCNN. This improvement of SSD over Faster RCNN helps it in achieving accuracy using lower resolution images and raises the speed. As shown in Fig. 1, SSD uses base network of VGG-16 which creates feature maps with decreasing sizes. These varying size feature maps are used for scale variance of objects. Detector and classifier are applied to each feature map. Multi-scale features makes it better than YOLO model in terms of accuracy as model gets trained to detect objects at different scale. SSDLite is an extension of SSD model where kernel size is modified and depthwise separable convolution is performed to make it lighter and faster.

MobileNetV2 [19] is an extension of MobileNetV1 where a module is introduced with inverted residual structure. Non-linearities in narrow layers present in MobileNetV1 has been removed. In the first layer, depthwise convolution is performed where a lightweight filtering is done. In the next layer, a pointwise convolution is
performed for detecting pattern and performing feature extraction. An activation function, ReLU is used because of its robustness while low-precision computation.

Despite of the presence of many aids to help visually impaired, there is still the need of a cost-effective and handy solution for them to make their day to day life easier. The solutions that have been proposed till now are either heavy or costly and therefore it does not suit the needs of the visually impaired.

III. METHODOLOGY

In this section, components used for development of this device has been discussed followed by the approach and algorithm that has been implemented in R-Cane.

A. Components of R-Cane

The system architecture mainly consists of six parts: raspberry pi 3 B+, ultrasonic sensor, pi camera, vibration motor, MI power bank and bluetooth earphone as shown in Fig. 2. Raspberry Pi is the main controller on which all other components have been attached. Ultrasonic sensor and pi camera provide the data captured by them back to raspberry pi. Vibration motor activates when any obstacle is sensed by ultrasonic sensor and voice-based output is provided through bluetooth earphones. MI power bank has been used to provide power to the raspberry pi.

Raspberry Pi needs a New Out of the Box Software (NOOBS) which contains Raspbian operating system. Tensorflow library has been used here to develop, train and test machine learning models. The TensorFlow object detection API is an open source framework that is built on top of TensorFlow which makes it easy to construct, train and deploy object detection models. Open Source Computer Vision Library (OpenCV) has also been used which is an open source computer vision and machine learning software that helps in providing a baseline and infrastructure to computer vision applications and accelerate the use of machine learning in commercial products.

B. Approach

An object detection model is used to detect objects and the location of objects. For example, a model might be trained with images that contain cats and dogs, along with a label that specifies the class of object they represent (e.g. a cat, or a dog), and data specifying where each object appears in the image. Object detection can perform classification and localization of multiple objects present in an image which is being used in many areas such as crowd management, traffic management, medical imaging, and computer vision.

Four SSD based models have been deployed in raspberry pi for object detection purpose. Although these models are SSD based, but are slightly different from each other in terms of their configuration as stated in Table I Batch size, number of steps, regularization and decay are few hyperparameters which can be fine tuned to obtain better accuracy. Batch size varies from 24 to 2048 for these models which defines the number of samples to be worked upon before updating the model’s internal parameters. Larger batch size would require more memory space but for larger datasets using batches makes the process faster. Number of steps for these models varies from 10000 to 200000 which makes impact on the training time. L2 regularization is used to avoid the risk of overfitting by discouraging the learning of complex model whose value is 0.00004 for these models. Decay rate for these models vary from 0.97 to 0.99997 which controls how quickly or slowly a neural network learns a problem. SSDLite_mobilenet_v2_coco model is the lighter version of SSD with 27ms speed and 22 mAP achieved when trained on coco dataset. SSD_mobilenet_v1_ppn_coco model uses Pooling Pyramid Network (PPN) to make predictions through shared box detector which achieved 26 ms speed and 20 mAP when trained on coco model which do not makes it better than SSDlite. SSD_mobilenet_v1_0.75_depth_coco models uses 0.75 depth multiplier for better detection and achieved 26 ms speed and 18 mAP when trained on the same coco models. And, SSD_mobilenet_v1_coco is heavier than other three models but has good detection performance of 21 mAP.

In Fig. 3, the whole architectural process of convolution and pooling in SSD model is shown in a diagram. An RGB image of size 224*224 having three channel is convolved and ReLU activation function is applied to introduce non-linearity of model. Max pooling is performed to reduce the computational parameters and size is reduced to 112*112. After this process of convolution and pooling, the data is passed to a fully connected layer and then softmax activation function is applied for classification.

C. Algorithm

The algorithm for developing this system requires the presence of a software model for object detection. Initially, frames are captured by pi camera and resized to 224*224. Then, convolution, classification and detection of four
classes are performed using few SSD-based models. If object is present, the device provides voice-based output to the user about the type of object and confidence through bluetooth earphone.

Algorithm 1 Object Detection & Recognition

**Require:** Weight & model file for SSD-based models

**Ensure:** Object name & their range

1: Frame is captured & resized to (224*224)
2: Convolution with ReLU, classification using softmax & detection is performed
3: Object detection performed for four classes
4: if (object==1)
5: Ultrasonic sensor activated
6: Object name & range is provided through earphone
7: else
8: Go back to the beginning of program
9: end if

TABLE I

<table>
<thead>
<tr>
<th>Object Detection Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD_mobilenet_v1_0.75_depth_coco (Model1)</td>
<td>2048 10000 0.00004 0.97</td>
</tr>
<tr>
<td>SSD_mobilenet_v1_coco (Model2)</td>
<td>24 200000 0.00004 0.99997</td>
</tr>
<tr>
<td>SSD_mobilenet_v1_ppn_coco (Model3)</td>
<td>512 50000 0.00004 0.97</td>
</tr>
<tr>
<td>SSDlite_mobilenet_v2_coco (Model4)</td>
<td>24 200000 0.00004 0.99997</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS

In this section, Experimental Setup and Performance Metrics has been discussed. The whole setup including the circuitry connection of various components has been presented in the first sub-section and the parameters used for the evaluation of performance of the system has been discussed in the second sub-section.

A. Experimental Setup

The entire system is organized with different cost-effective components to provide flexibility and comfort to visually impaired or partially sighted people as shown in Fig. 3.

Raspberry Pi is the main processing board used here which is a cheap, pocket-sized Personal Computer (PC) that fits into a computer screen/TV and utilizes a standard console and mouse. It is a competent little gadget that empowers individuals of any age to explore processing, and to figure out how to program in different languages like Python and Scratch. It can do all that we would anticipate that a computer should do, from perusing the web and playing top-notch video, to making spreadsheets, word-handling, and making diversions.

The raspberry pi camera is a high-definition camera module which can capture image as well as video. It is supported by all the versions of raspberry pi and is mainly used in security applications and wildlife camera traps. Ultrasonic sensor can find the distance between user and obstacle to prevent the user from colliding and an alarm is provided to the user in the form of a vibration from vibration motor. The object recognition is done from the
image captured through pi camera using deep learning model for object detection and this information about the obstacle is provided to user through bluetooth earphone. The system is powered by a power bank to make it more durable. R-Cane along with the integrated components have been presented in Fig. 4. Front view, top view and side view of the R-Cane being used by user has been shown here.

B. Performance Metrics

In this section, result obtained from few SSD based object detection model available in tensorflow is discussed on the basis of Precision, Recall, F1 score, Frames Per second (FPS) and Confidence of each detected object in a similar scenario. Precision is the measurement of accuracy of prediction. Recall measures how well we find all the positive results. FPS is the frequency of consecutive images called frames that appears on screen. Confidence is the probability of presence of an object in the anchor box.

\[
Precision = \frac{TP}{TP + FP} \quad (1)
\]

\[
Recall = \frac{TP}{TP + FN} \quad (2)
\]

Using equation (1) & (2),

\[
F1\text{Score} = \frac{2 \times (Precision \times Recall)}{(Precision + Recall)} \quad (3)
\]

Here, TP = True Positive, TN = True Negative, FP = False Positive, FN = False Negative

The scenario is indoor where TV, vase, bottles etc. are present. All the models including Model1, Model2, Model3 and Model3 are deployed in the system and for each model FPS and confidence of these objects are noted which is presented in the Table II. FPS of SSD-lite_mobilenet_v2_coco model is higher than other three models while capturing the same indoor scenario using pi camera as SSDlite is lighter than SSD based models. The confidence of two objects "vase" and "TV" is higher when SSD_mobilenet_v1_coco model is used while for
other two objects "Bottle" and "Plant" confidence is higher when SSD_mobilenet_v1_ppn_coco model was used.

### TABLE II
**Comparative Analysis of Few Object-Detection Model Deployed in this Device**

<table>
<thead>
<tr>
<th>Object Detection Model</th>
<th>Frames Per Second</th>
<th>Confidence of Detected Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD_mobilenet_v1_0.75_depth_coco (Model1)</td>
<td>0.23</td>
<td>Vase: 49%  TV: 64%  Bottle: 40%  Plant: 47%</td>
</tr>
<tr>
<td>SSD_mobilenet_v1_coco (Model2)</td>
<td>0.37</td>
<td>Vase: 58%  TV: 74%  Bottle: 45%  Plant: 42%</td>
</tr>
<tr>
<td>SSD_mobilenet_v1_ppn_coco (Model3)</td>
<td>0.16</td>
<td>Vase: 54%  TV: 72%  Bottle: 50%  Plant: 51%</td>
</tr>
<tr>
<td>SSDlite_mobilenet_v2_coco (Model4)</td>
<td>0.50</td>
<td>Vase: 50%  TV: 42%  Bottle: 40%  Plant: 61%</td>
</tr>
</tbody>
</table>

Using equation (3), F1 score of all the four models for all the four classes are shown in Table III. It is observed that Model3 achieves the highest F1 score for two classes Vase and Plant. For class TV and Bottle, Model1 and Model4 achieves the highest F1 score than other models. The average value of F1 score of all the classes for each model is also shown in last column of Table III where Model3 achieves the highest score. Using equation (1) & (2), precision and recall has been calculated. In Fig. 6 and Fig. 7, the results obtained for Precision and Recall of the four models has been represented where SSD_mobilenet_v1_0.75_depth_coco has been represented as Model1, SSD_mobilenet_v1_coco as Model2, SSDMobilenet_v1_ppn_coco as Model3 and SSD_lite_mobilenet_v2_coco as Model4. Using Model3, best precision is achieved for classes TV and Plant and best recall is achieved for classes TV and Plant. Using Model4, best precision is achieved for classes Vase, TV and Plant & best recall achieved for classes TV and Bottle.

### V. CONCLUSION

In this paper, we have developed a raspberry pi based cane called R-Cane for guiding visually impaired. In order to provide ease and independence to users, a microcontroller is attached with the cane in which object detection model is deployed. It helps visually impaired to recognize the obstacles present in front of them and the presence of those object is detected through ultrasonic sensor. Evaluation of the system is done by attaching the system to the cane. It has been determined through experimental analysis that out of the four models, SSD_mobilenet_v1_ppn_coco model achieves the highest average value of F1 score for all the classes.

### VI. RESOURCE

Working code used for integration of object detection model and ultrasonic sensor in R-Cane can be found on this link: https://github.com/kmanjari/R-cane.
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Abstract. Locomotion is basic to all human needs. Modern-day transport has come a long way but still far away from perfection and all-around safety. Lane Detection is a concept of demarcating lanes on the roads while the vehicle is moving. Lane detection algorithm is used in the project of autonomous self-driving vehicles. It has the capability of changing the vehicular movements on road to a great extent making them more organized and safe. This leap could provide for driver carelessness and avoid a lot of mishaps on the roads. Ride-hailing services such as Uber and Ola companies can use them to monitor drivers and rate them based on driving skills. We have designed and trained a deep Convolutional Network model from scratch for lane detection since a CNN based model is known to work best for image classification datasets. We have used multiple metrics values for hyper-parameters and took the ones which gave the better results. The training part is done on Supercomputer NVIDIA DGX V100. A deep learning approach has been proposed to successfully identify the lane in highways on video data.

1 Introduction

Lane Detection as the name suggests identifies and marks the lanes on the road so as to assist vehicular movements. Lane Detection even has the capability of guiding blind drivers to a certain extent by helping them navigate in particular lanes and applying brakes when the lane marked area before the car falls less than a predefined value based on the size of the vehicle. One of the major challenges faced is one of different road and weather conditions which we have taken up and tried to solve. There is no effect of illumination changes and road surfaces in the final predicted lane output.

Deep Learning is a supervised learning paradigm that takes in labeled datasets and develops the learning into a model. This model can then be used to predict the desired information for a completely new and unseen input i.e input which was not used in the training process. Deep Learning has taken off in the recent years due to increase computation power. It is much accurate as compared to machine learning and does not require to write complete algorithms to get the task done. It consists of different layers and their associated functions which are chosen depending upon the problem at hand.
Millions of lives are lost every year on roads due to unorganized traffic on roads. According to the data statistics by saving Life responsibility of drivers is the top contributor to road crash deaths, accounting for 80.3 percent deaths out of the total road crash fatalities in 2016. Out of the three vulnerabilities listed below, our model can efficiently solve the speeding and overtaking issues. Thus bringing down accidents on roads by 94.9 percent. By calculating the marked area on road and observing if it is safe to change lanes or not we can bring down the number of accidents down by a great extent. The following statistics have been taken from Save Life official survey data.

According to this data if we perform similar calculations, our model is bound to avoid more than 90 percent of such accidents which is truly revolutionary in its own sense. Coupled with other DAS (driver assistance systems) like sign board detection and pedestrian detection our model has the capability to transform the way cars move on road. We have developed, trained and tested our model from scratch for lane detection process. We have constructed multiple layers for convolution, de-convolution and pooling. Brief components of each layer in the model are listed in Implementation section.

The paper structure is followed by existing work and predefined rules with their pros and cons in section II. In section III, we have discussed the proposed approach, programming requirements and mathematical model for the approach. Later, we will be presenting the results and analysis of the approach and architecture of model in section IV. In the last, we have concluded our work with future possibilities.

2 Related Work

Lane detection is the major requirement in Autonomous self-driving car. Multiple algorithms have been proposed by researcher to provide a reliable solution. Time constraints is the critical part in this problem because a delay of seconds can cause a big accident. Authors are trying to solve this issue by using different image processing and Deep learning techniques.

2.1 Lane Detection with Image Processing

Through several years lane detection has been addressed through image recognition which is not a viable solution when the vehicle is on road. Image processing makes real-time systems slow thus completely moving it out of the picture. Deep Learning-based model is superior to it both in terms of speed and accuracy.

2.2 Lane Detection with Deep Learning

Lane Detection with deep learning has taken place in recent years due to increased computational power and large varieties of road data available. But most models lack on the part of accuracy and robustness. We have taken utmost care
Fig. 1. Image Processing Example

<table>
<thead>
<tr>
<th>Cause Of Crash</th>
<th>Road Crash Fatalities</th>
<th>Percent Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speeding</td>
<td>73,896</td>
<td>61</td>
</tr>
<tr>
<td>Over-taking</td>
<td>9,462</td>
<td>7.8</td>
</tr>
<tr>
<td>Intake Of Alcohol</td>
<td>6,131</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Table 1. Road Accident Statistics

To leverage our model for every condition is it road surfaces or weather changes that can occur on most roads.

Deep Learning is a much more advanced version of machine learning and in which we do not need to write algorithms to get our task done. This is why deep learning performs much better on image datasets where it is not feasible to write accurate algorithms and achieve a high accuracy. We have thus used deep learning approach for our model. We have trained and tested our model from scratch thus enabling us to tweak changes according to our specific needs and problem domain. We have used sequential function in keras to lay layers one after the other. The summary function gives the complete training summary of the model along with epochs, trainable parameters, hyper-parameters along with the features of every layer.

Lane Detection is a hot research topic with quite a number of papers and journals in recent years. Though the only issue is accuracy with respect to different road and weather conditions. We have taken up the issue and tried to solve it through a different perspective and have achieved an accuracy of 96.34 percent. We have constructed our deep learning model from scratch using the sequential layers function in keras. We have laid out several convolution, de-convolution and pooling layers to extract the features in the dataset so as to predict the
features for the new image provided. The extracted feature pertaining to our problem is the demarcated lanes on the road.

Deep Learning is a feature extraction technique which extracts features from the provided dataset and the tries to predict results for unseen data. It has gained lot of attention from researchers around the world. Deep learning has been implemented by various researchers before and has various pros and cons to their implementation.

Most work that has been done is in form of opencv and image processing which is not promising on aspects such as accuracy and speed. It is even tedious for a researcher to go about it. Deep Learning provides a much better semantic segmentation for the images thus extracting features much more efficiently with high accuracy. Deep learning models tend to perform much better on image datasets and corresponding statistics. There has been work in deep learning adas but no perfect model has yet been made to overcome the mishaps on roads. Our model inculcates most incumbencies and brings out a really excellent model for deployment.

On-Board lane detection system [1] emphasizes to build a monocular vision system to locate lanes on the road in real time. A monocular camera is mounted on the vehicle to get road image. This road images are then fed to canny's edge detection algorithm to obtain an edge map from the corresponding image. After this, the candidates of the road lines are normalized using a matching process. After this it proposes to reinforce possible road lines and degrades the impossible lines. Linking condition is used to increase the confidence of lane lines. K means clustering provides for the localization of obtained road lines.

Pros:
1. Works well for most conditions on the roadway.
2. Computation cost is really less and model can perform without lags in real time.

Cons:
1. Image processing is not great solution when it comes to safety of lives on road
2. We cannot take advantage of positive or negative reinforcement from the data generated by already occurred situations
3. Issues like wrong parked vehicles, shadows of trees, bad quality lines, unusual pavements, dissimilar slopes and sharp curves can really be of inhibition to this model.

Rapidly adapting machine vision [2] uses machine vision techniques coupled with a RALPH (Rapidly adapting lateral position handler) vision system developed by Carnegie Melon University and Assist-Ware Technologies Inc. Ralph segregated the obtained image in three major steps i.e. sampling image, determining road curvature and finally accessing the lateral offset of vehicle with respect to the lane center. Pros:
1. Provides good results in standard conditions but noisy images carrying environmental issues like fog, rain etc this model suffers a lot.
2. For sharp curves the model is highly incompetent.
3. Locating specific features via hand programmed algorithms which is good to a great extent since there is less chance of loss of information.

Cons:
1. Hand programmed features make it very difficult to scale and span all road conditions in all types of atmospheric conditions.
2. Hand Programming algorithms make it completely difficult at back end with high computation power model running in background. It is not advisable to waste resources during deployment. Rather it is much better to spend a lot more resources during the training time.
3. We cannot take advantage of positive or negative reinforcement from the data generated by already occurred situations.
4. Hough transform was used which can be transformed for better accuracy.

Efficient lane detection based on artificial neural network [3] is quite revolutionary in its context. Rather than focusing on general image processing and analysis techniques, it took a major leap and proposed a based on Ellipsoidal Neural Network with Dendritic Processing (ENNDPs) to find a solution for the lane detection problem. The performance of the model thus created was validated by mounting a camera on the car which then navigated through the urban highways of Mexico City.

Pros:
1. Techniques are really accurate and display state of art in image processing.

Cons:
1. Large training and testing dataset for accuracy good enough for driving car on road.
2. Specialized hardware used for testing and training data. Hardware capabilities consist of high clock speed and ability to parallelize matrix calculations.
3. Such a hardware possess its own time and cost, and it is not viable for daily computing which makes it really non-scalable.
2.3 Predefined Theory

Deep Learning is a concept that has taken off in the recent years due to increased computational power and widespread data generation in amounts larger than the consumption level. Deep Learning is a supervised learning paradigm. Labeled datasets are provided as inputs and the model is trained based on a metric optimization. These metrics are often known as optimizer and loss function. Our model involves Adam optimizer and mean square error loss function. Initially, we had used SGD (stochastic gradient descent) optimizer but it had some downsides so we took up Adam optimizer for more robust training. Adam optimizer is an extension to SGD, developed in a more wider domain for effective results.

Fig. 3. Implemented CNN Model Visualization

3 Proposed approach

In this paper, we are providing a reliable and efficient solution for Lane detection in Indian road networks for self-driving autonomous vehicles.

3.1 Methodology

We have designed and trained a deep convolutional network (DCN) from scratch for lane detection since a CNN based model is known to work best for image
data. We have used different metrics values for hyper-parameters and took the ones which gave the best result. The training is done on NVIDIA-DGX V100 supercomputer because training a model requires lot of computation. A deep learning approach has been shown in Figure 2.

![Diagram](image)

**Fig. 4.** Deep Learning Flowchart for the Lane Detection

We have taken several layers in our code from the convolution, deconvolution, pooling and up-sampling function provided in the sequential module of keras. We have laid all these layers one after the other in our model. We start with the convolutional layer where we have 8 filters. Filters determine the dimensionality of the output space. Thus our first layer has 8 dimensional output. We have a kernel size of (3, 3) which gives the length of 1D convolution window provided by the layer. Stride provides the stride length of layer which is (1, 1) for the first layer. Padding is done on the input layer so that the output has the same length as the input. Rectified Linear Unit (RLU) is used as an activation function for this layer. The similar approach is used for other convolutional layers which can be checked in the table listed below.

Let's dive down a step by step process of what we have done and achieved shown in Figure 3. We have taken labeled datasets and extracted the lane channel from them in a different color. This forms the labels during training process. So we have two files with us now. One is simple the road images obtained from the dataset and other is the labels file obtained from the dataset containing a different colored channel demarcating the road.
Now we design keras sequential model based on deep learning and set up different layers of convolution, pooling, up-sampling and de-convolution. These layers provide different input values which are fed into the layers based on the prediction model objective. We have shown the flow chart of our process in Figure 4.

We have also defined various hyper-parameters that depict the accuracy of the model during training and testing phase. These are also listed in the below table. At the training time all the packages listed above should be updated.

One of the greatest upsides of our model is that it can work on video inputs and outputs rather than discrete images. This provides it robustness and ability to be deployed at real time.

**Programming Requirements:** We have used tensorflow and keras deep learning library in python. We have used Anaconda environment.

### 3.2 Mathematical Model

We have used an FCN based model since it is known to work best for image data. An FCN lacks any fully connected layers. The dataset contains the label to label pixels of road images and was used during training and testing. We have followed a lane segmentation approach using color models to classify the road from the rest of the background. Dataset was fed as input to the model to predict the road lanes. Dataset images were scaled down a bit to decrease the training time of the model. Data augmentations like image rotations and horizontal flips were performed to increase the amount of data.

We have taken real world dataset for training and have split testing and training data in 80/20. This combination often works well for most deep learning models.

Percentage of Diagram avoided

\[ \frac{94.9}{100} \times \frac{96.34}{100} = 91.43 \]

<table>
<thead>
<tr>
<th>Hyper Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>130</td>
</tr>
<tr>
<td>Pool Size</td>
<td>(2,2)</td>
</tr>
<tr>
<td>Epochs</td>
<td>50</td>
</tr>
<tr>
<td>Loss Function</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Model</td>
<td>Keras Sequential</td>
</tr>
<tr>
<td>Batch Normalisation</td>
<td>(80,60,3)</td>
</tr>
<tr>
<td>Image Data Generator</td>
<td>ChannelShiftRange=0.3</td>
</tr>
</tbody>
</table>
4 Results and Analysis

We have taken a deep learning route in which we have laid out several keras sequential layers and tried to build a model using the same. Training and testing is done on the model and features are extracted from the road images. We have laid out several convolution, de-convolution and pooling layers and developed a FCN based architecture which is known to work best on image data. We have achieved an overall accuracy of 96.34 percent for different scenarios.

![Fig. 5. Result for a Straight Road, downhill and uphill in Daylight](image1)

Our model is a part of ADAS (automatic driver assistance systems) that can very easily help drivers to be safe and keep other safe too. Our model can be built with other models like pedestrian detection, signboard analysis and traffic recognition to build a robust navigation system. Ride hailing services can deploy our model in its core state or coupled with others to ensure safety for drivers as well as passengers.

![Fig. 6. Lane Detection Output for a Road in Night and rainy Scenario](image2)

Images in Figures 5 are taken from the output video obtained on feeding an input video of Gurgaon-Delhi highway in India. It is a normal daylight video with atmosphere neither too bright or too dark. Clockwise left to right, first image represents lane detection on a straight road, second one with a downward slope and the third with an upward slope. As seen in the images, the result is pretty accurate with continuous lane markings on the current lane only till a vehicle on the same lane is encountered.

Figure 6 are taken from the video output of the model when fed with a night and rain input videos (right to left). The input videos are of the express
Table 3. Losses on different epochs

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.076</td>
</tr>
<tr>
<td>30</td>
<td>0.045</td>
</tr>
<tr>
<td>50</td>
<td>0.021</td>
</tr>
</tbody>
</table>

Highways in the US and represent how our model functions in different weather and atmospheric conditions. Length of lane markings depends on how far the next vehicle is in the current lane.

In table 3, we have shown the accuracy on different epochs. Going by calculations, our model alone is capable of saving a million lives every year. Moreover, we must not forget that it is a deep learning model and the more it is trained and followed the more; it has the chances of better training and getting reliable system from it. We can also have a negative reinforcement learning algorithm and thus making our model more robust for other users and scenarios.

This model training is required lots of computation for building an efficient system in terms of time and cost. For training purpose, we have used NVIDIA machine that save the resources by 100 times. We have also worked for optimization of this trained model for installing it on low power and resource constraint devices by applying different compression techniques.

5 Conclusion And Future Work

One of the greatest advances we would like to bring on-board is the lane detection in real time through mobile phone apps and it would really help real-time car drivers. When the demarcated area before the vehicle falls below a particular value depending on the size of the car either a lane change option or automatic breaking is triggered. This would help avoid collisions to a great extent. To avoid excessive lane changing safety messages are displayed for constant lane changes if there is sufficient area in front of the vehicle thus preventing rash driving. During lane changing, automatic lane changing headlights are turned on for other vehicles to notice and be safe. We would also like to improve upon our model in terms of RNN as it is known to work best in case of sequence inputs. Lanes on roads are presented in a form of sequence data and RNN will suites better for this approach. We have built a CNN model that identifies the lane in day, night, and rainy conditions. In parallel, we are also working on pedestrian detection on road while driving and add both the model can use for autonomous self-driving car.
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Abstract— Biometric data is created by a diversity of medical devices. Manual recording of biometric data from medical devices can be a time-consuming task. Seven segment digit is normally presented on medical devices, for example, blood pressure monitors, glucose meters and digital weight scales, etc. Computer image processing is utilized to automatically analyze seven-segment digit from medical devices for collecting large data sets of biometric data. The objective of this work is to detect a seven-segment digit screen from medical devices. The purposed method begins with seven segment screen detection using a deep learning technique. Afterward, a variety of image processing techniques and parameters are applied to locate the seven-segment digit positions. Experimental results were reported with an accuracy (F-measure) of 94 % utilizing 200 seven-segment digit images.
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I. INTRODUCTION

According to the Thailand Global Health Strategic Framework from 2016 to 2020, one of the expected outcomes is to help people maintain good health. Promotion of healthcare services across Thailand is the strategic objective that helps to provide healthcare as a human right [1]. Collecting bio-metric data from medical device is the beginning scheme to provide healthcare services to society. Normally, health data (such as blood pressure and weight etc.) are collected manually from medical devices (such as glucometer, medical thermometers and digital weight scale) during the medical examination process.

Most of medical devices use seven segment digit (SSD) to represent the measuring data. Seven segment digit is made of seven LEDs (segment) and set as a rectangle. Each segment presents part of a numerical digit including decimal and hex. Therefore, the recognition process for seven segment digit is increasingly important for automatic recording of health data that can be used to predict or spot an early sign of diseases.

Seven segment digit recognition (SSDR) process based on the state of the art, character recognition process, basically consists of three steps, SSD detection, character segmentation and character recognition. SSD detection locates SSD in a medical image. Then, character segmentation separates many SSD regions into character. Each character is classified to a pre-defined class in recognition process. This research presents a method to detect SSD positions which is considered to be an important process because the performance of SSDR depends on the accuracy of the SSD detection.

II. RELATED WORKS

There are a number of previous researches dedicating to recognizing SSD. First, Ghugardare et. al [2] presented combining image processing techniques in order to recognize SSD for measuring instruments in 2006. The techniques, for example image banalization, filtering and projection and template matching were used to recognize SSD. The results were reported with an accuracy of 94 % utilizing 200 seven-segment digit images.

Sathiya et al. [3] proposed a SSD recognition technique on traffic light countdown time. This work began with traffic light detection using color technique and then Sathiya’s technique can be extended to locate the countdown time. The research reported 88% of SSD recognition accuracy.

Bonačić et al. [4] presented the neural networks technique to recognize SSD character. This research experimented on variety of neural network topologies to find the best one. The highest tested result was a committee technique of neural network with 99% SSD recognition accuracy.

In 2016, Kulkarni et al. [5] studied a multi-modal technique such as image banalization, tilt correction, background elimination and image filtering to detect LCD display and used pixel density (distribution of black pixels) to recognize the SSD. The study reported recognition accuracy at 79 % which was tested on 800 LCD images including a wild range of variation in illumination and angular tilt conditions.
Lui [6] presented Histogram Orientation Gradient to extract dominant features of SSD within medical devices. SVM was used to classify two classes of detected texts into SSD or non-SSD. Moreover, the research applied Tesseract-OCR engine [7] to recognize SSD. The experimental results were reported that the SSD detection accuracy (F-measure) was 70%, tested on 266 images.

Shenoy and Aalami [8] presented smartphone-based application to automatically recognize SSD used in Apple’s HealthKit. The algorithm began with user choosing type of health data to be recorded such as blood pressure, weight and glucose. Next, User defined the position of SSD display by using a prepared bounding rectangle. Finally, the SSD in the defined bounding rectangle was sent to the SSD recognition process. The recognition accuracy was reported at 98.2% and tested on 108 images.

III. METHODOLOGY

This research presents a combining method which tries to cover variation of SSD as much as possible. The proposed method, combining method, compounds with two techniques: deep learning and image processing. First, deep learning technique is used to detect SSD screen. The detected SSD screen is implemented by variety of image processing techniques to verify the true SSD regions as shown in Fig. 1.

A. Seven segment screen detection

SSDs from medical devices are located within SSD screens. The seven segment screen detection can shrink down the image and can reduce the percentage of false alarms (detected from other texts outside the SSD screen). This work applies faster Regional Convolution Neural Networks (fasterRCNN) [10], deep learning technique to detect SSD screen. The fasterRCNN detects SSD screen consists of two processes: training and testing for detecting SSD screen. For the training process, algorithm fits the network by backpropagation convolution neural network and training images (pre-defined position of SSD screen). The proposed research applies VGG19 network in Simonyan and Zisserman work [11] which has 19 layers deep and can classify 1,000 objects such as boats, airplanes and cups etc., in Deng work [12]. Fig. 2 shows the example training images and defined SSD screen positions.

B. Seven segment digit detection

Seven segment digit detection diagram as shown in Fig 3 verifies the true SSD regions from the obtained SSD screen. First step is a detected SSD screen step. After that the screen is converted to gray scale in a gray image conversion and then an adaptive local contrast enhancement is applied. SSD characters are detected in a region detection step by using MSER technique to detect regions size between 50 and 500 as illustrations in Fig. 4(a) and Fig. 4(b) displays binary (mask) image of detected regions.
While, Canny edge detection technique is used to extract SSD edges on the same image, Fig. 4(c) in an edge detection step. The edge detection step, an edge image is applied by morphological operation, dilation, to extend edge size as specified in Fig. 4(d). The result images from the last two steps (the region detection step and the edge detection step) are intersected in order to find potential candidate regions in an image intersection step as displayed in Fig. 4(e). Non-characters are discarded by considering geographic properties, the region aspect ratio value is more than 3, the eccentricity value is more than 0.995, the area is less than 100 pixels and the solidity value is less than 0.3 from Gonzalez et al. [13] in the non-character removal step. Fig. 4(f) shows the remaining regions and can be mapped to locate the SSD in the original image, as displayed in Fig. 3(g). Then, remaining characters are merged into region or text in a character merging step. Finally, region high (more than 27) and aspect ratio (between 1 and 4) are used to verify the true SSD regions in SSD verification as shown in Fig. 4(h).

IV. EXPERIMENTAL RESULTS

A. Dataset and tool

The dataset has 400 images which were collected from internet 200 and captured from blood pressure meter 200 images which were separated into training and testing images. The experiment used MATLAB version 2018b (trial version) to implement the algorithm. The average computation time per image was less than 1 second. The performance of the research is evaluated by precision recall and F-measure value.

B. Results

Table I shows the comparison of SSD detection from other works and experimental results of the proposed method. The research results show SSD detection accuracy precision recall and F-measure 91%, 97% and 94% respectively. According to table I, the combined method shows higher performance than the existing works.

<table>
<thead>
<tr>
<th>Works</th>
<th>#</th>
<th>Technique</th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghugardare [2]</td>
<td>110</td>
<td>Image processing</td>
<td>N/A</td>
<td>N/A</td>
<td>0.96</td>
</tr>
<tr>
<td>Sathiya [3]</td>
<td></td>
<td>Color based</td>
<td>0.97</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>Lui [6]</td>
<td>266</td>
<td>HOG+SVM</td>
<td>0.76</td>
<td>0.55</td>
<td>0.70</td>
</tr>
<tr>
<td>Combined technique</td>
<td>200</td>
<td>FasterRCNN + image processing</td>
<td>0.91</td>
<td>0.97</td>
<td>0.94</td>
</tr>
</tbody>
</table>

C. Discussion

The research detection accuracy was reported at 94% which were tested on 200 images that is acceptable compared to typical values from existing results. With the proposed technique, deep learning technique, detects SSD screen before detects SSD text.

Although, the combined technique has shown high performance but the experimental dataset was small (200 images for training and 200 images for testing). Moreover, there are some problems of this method for example the proposed method cannot properly detect SSD screen as shown in Fig. 5(a-b) and sometime this method detects other similar text on screen, Fig. 5(c).

V. CONCLUSION

This research applies deep learning technique and combines with image processing techniques that attain 94% accuracy on SSD detection. Furthermore, deep learning technique can detect rotated SSD screen and partial occlusion SSD screen. However, this technique has some limitations such as the missed SSD screen detection and the detect larger area than SSD screen that provide more false alarms.

For future work, the performance might be improved if more training images are employed. Moreover, the research applied VGG19 network which has 19 layers if used with other deep networks the performance might be changed. When the detection is completed, recognition process will be implemented in order to automatically collect biometric data. The increasing of SSD detection directly affects the correct recognition rate. Moreover, the experiment should be based on real-life situations to justify the performance.
Fig. 4. Example images of SSD detection steps

Fig. 5. Examples of error detection
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Abstract—In the three phase distribution network, the microgrid is connected the utility grid at the point of common coupling (PCC) and can operate either in a grid-connected or standalone modes. However, at the moment of transition mode from standalone to grid-connected mode if the microgrid is reconnected to the utility grid without synchronization, the out-of-phase reclosing might be occur and lead to serious consequences e.g. large inrush current, overvoltage, system oscillations, and damage to system equipment itself. Thus, in order to achieve microgrid seamless reconnection, it is necessary to synchronize frequency, phase and amplitude voltage of the microgrid to the utility grid before reconnection. In this paper, a synchronization control has been proposed for microgrid seamless reconnection. The additional Distributed Generator (DG) is installed at PCC and assigned to be Dispatch Unit (DU). DU is controlled by Droop Control for generating the electric power to adjust frequency, phase and amplitude voltage of the microgrid at PCC during transfer to grid-connected mode. The proposed method is performed by eliminating the difference of frequency, phase and amplitude voltage during transition modes. The simulation has been performed in Matlab/Simulink.

Keywords—Droop Control, Distributed Generator (DG), Dispatch Unit (DU), Smooth Transition

I. INTRODUCTION

To improve power quality and reliability of power supply, microgrids are used in many area of the electrical grid by integrating control systems, communication infrastructure, Distributed Generations (DGs) and also Distributed Energy Storages (DESs) with the local load in a distribution network. A microgrid is connected to the utility grid through circuit breaker or switch at the point of common coupling (PCC) and can operate either in a grid-connected or standalone mode with DGs or DESs supplying power to local loads.

Normally, a microgrid is operated on the grid-connected mode. When the fault occur in the grid, the circuit breaker or switch at PCC will operate in order to isolate a microgrid from the utility grid by the cause of reliability and stability of the utilities grid. It mean, a microgrid will be switched to the standalone mode. At this mode, a microgrid might be loss reliability and stability due to power imbalance and losing synchronization with the power system. After the fault was cleared, a microgrid will be transferred back to the grid-connected mode again. However, at the moment of reconnection if a microgrid is reconnected to the utility grid without synchronization, the out-of-phase reclosing might be occur and could be lead to serious consequences e.g. large inrush current, overvoltage, system oscillations, and damage to system equipment itself.

Thus, it is a great importance to develop a control strategy to improve the synchronizing process that can avoid the out-of-phase reclosing problem and increase an electrical stability as well. To achieve this goals, it is necessary to synchronize the microgrid voltage, frequency, and phase to the utility grid before transition modes.

Generally, the synchronization control strategy have two significant part, which are the phase detection technique and the synchronization control algorithm. Phase-Locked Loop (PLL) has been the state-of-the-art in phase detecting the phase angle of an input signal [1]. In case of three-phase system, the Synchronous Reference Frame PLL (SRF-PLL) is the one of PLL techniques that be used [2-8]. The SRF-PLL technique is extremely simple and provides a highly fast and accurate results in terms of synchronization when there is no distorted input signal or any unbalanced loads [9]. Nevertheless, [2] under distorted and/or unbalanced supply voltages, the extracted phase angle will have error. Then, Fran González-Espín et al.[10] proposed the Adaptive SRF-PLL technique which has a high rejection of the disturbances introduced by the voltage imbalance and by the voltage harmonic distortion, regardless of the grid frequency variation. Then, Di Shi et al. [11] proposed the newest phase detection by using Phasor Measurement Unit (PMU). PMU has the capability of precisely tagging the timestamp of voltage and current measurements. However, when compare the SRF-PLL with PMU, the cost of PMUs are quite extremely high which might be not suitable for using in the microgrid level. From literature, in order to use for three-phase system under balance voltage without harmonic distortion condition as well as can extract the phase angle. The SRF-PLL [2] is the most interesting technique that can operate under condition with simple and provides a highly fast and accurate results in terms of synchronization.

For the synchronization control algorithm which simple and DGs can cooperate without communication system is the control algorithm based on a droop control concept. A droop control is a kind of cooperative control that allows parallel connection of DGs sharing active and reactive powers. With the objective of paralleling DG units, the voltage and frequency reference of the grid will be generated. The droop control is responsible for adjusting the phase and the amplitude of the voltage reference of according to the active and reactive powers (P and Q) [12]. The conventional P-f and Q-V droop control technique is the most commonly used methodology for the DGs to share active and reactive powers [13].
From literature, a synchronization control based on droop control can be separated by synchronization algorithm into 3 types:

First type, synchronized the voltage by share compensated active and reactive power from all DGs in the microgrid [14-18]. Second type, synchronized the voltage by the synchronizing DG unit. The synchronizing DG unit is the one of DGs in the microgrid that was selected for the synchronization of the microgrid. To handle this responsibility, The synchronizing DG unit should be sufficiently large, dispatchable and close to the PCC [19]. And third type, synchronized the voltage by using the extra DG unit. The extra DG unit is a new DG that will be added to the microgrid and has been given extra responsibility to manage the voltage amplitude, frequency and phasor during transition modes only [8][20].

From many techniques, a synchronization control based on droop control with synchronized the voltage by the extra DG unit is interesting algorithm. This algorithm is suitable for the microgrid that does not have enough power to adjust the voltage and frequency to synchronize the system during transition modes. This algorithm allow to add the extra DG for taking specific duty to synchronize the amplitude, frequency, and phasor of voltage during transition modes only. The advantages are the DGs and DESSs that connected the microgrid do not operate or feedout power over the limited of capacity during transition modes that have to compensate the active and reactive power for synchronizing the microgrid with the utility grid.

II. MICROGRID AND CONTROL STRATEGY

A. Microgrid Configuration

The microgrid model consist of at least two DGs to supply power to the grid, local loads with balance load. One of DGs is assigned as a Dispatch Unit (DU) which is responsible to compensate the active and reactive power for synchronizing during transition modes. The DGs and DU are connected to microgrid and is connected to the utility grid at PCC. Besides, DU shall be connected to the microgrid as nearest the synchronized position as possible, shown in Fig 1.

B. Phase Detection and Control Strategy

The voltage, frequency and Phase angle of the microgrid and the utility are detected by the SRF-PLL [2] in V.I Transformation Process, as shown in Fig. 2.

The control algorithm of the DGs is based on a droop control. The conventional P-f and Q-v droop control is used to sharing active and reactive powers between DGs in microgrid. The voltage and frequency of microgrid are regulated by droop control, as shown in Fig. 3.

The droop control relations for the DGs in microgrid are given by

\[
\omega_n = \omega_{offset} - k_p P_{out}
\]

(1)

\[
V_n = V_{offset} - k_q Q_{out}
\]

(2)

Where \(\omega_n\) and \(\omega_{offset}\) are the output and offset frequency, respectively. \(V_n\) and \(V_{offset}\) are the output and offset voltages, respectively. \(P_n\) and \(Q_n\) are the real and reactive powers of each DGs in the microgrid, respectively. And \(k_{pn}\) and \(k_{qn}\) are the droop parameters. In this relations, \(\omega_{offset}\) and \(V_{offset}\) are adjusted higher than the nominal value of grid frequency and voltage (\(\omega_{nominai}\) and \(V_{nominai}\), respectively). Droop coefficients can be determined as

\[
k_{pn} = \frac{d\omega}{P_{max,n}}
\]

(3)

\[
k_{qn} = \frac{dV}{Q_{max,n}}
\]

(4)

Where \(d\omega\) and \(dV\) are the maximum allowable frequency and voltage deviation, respectively. And \(P_{max,n}\) and \(Q_{max,n}\) are the maximum output of active and reactive power of the \(n^{th}\) DG in the microgrid, respectively.

The droop control characteristic of DGs in standalone mode, as shown in Fig. 4.
The control algorithm of the DU during transition mode from standalone to grid-connected mode is combine between the droop control and the synchronization control, as shown in Fig. 5. The voltage, frequency and phase angle in the microgrid are regulated for synchronization by adjustment of \( \omega_{offset,du} \) during transition. The droop control characteristic of DU during transition mode, as shown in Fig. 6.

From adjustment of droop control characteristic, DU will feed the real and reactive powers into microgrid to adjust voltage, frequency, phase angle until two grid system are synchronized.

The operation of DU during transition from standalone to grid-connected mode, as shown in Fig 7.

**C. Synchronized Check**

The synchronized check as shown in Fig. 8 with the synchronization parameter limits are following the limits specified in IEEE 1547-2003 standard, as shown in table I.

**TABLE I.** The limits specified in IEEE 1547-2003 standard

<table>
<thead>
<tr>
<th>Aggregate rating of DR (kVA)</th>
<th>Frequency difference (Hz)</th>
<th>Voltage difference (pu)</th>
<th>Phase angle difference (degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-500</td>
<td>0.3</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>&gt;500-1500</td>
<td>0.2</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>&gt;1500-10000</td>
<td>0.1</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

In this paper, Phase B is used for phase reference in synchronization process.
The proposed strategy is implemented and simulated in Matlab/Simulink. Simulate under balance voltage without harmonic distortion.

III. EXPERIMENTAL RESULT AND DISCUSSION

In the simulation model, the grid code of the system is based on the Provincial Electricity Authority (PEA) distribution system. This model consists of two DGs, two local loads and one DU as shown in Fig. 1. DGs and DU are the generator which controlled by droop control that mentioned in Chapter II. DU is located as nearest the synchronized position as possible. The microgrid is connected to the utility grid at PCC through circuit breaker. The system parameters are given in Table II.

### Table II. Parameter of the simulation model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>$dV$</th>
<th>$%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{base}$</td>
<td>22 kV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_{base}$</td>
<td>50 Hz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$VA_{base}$</td>
<td>50 MVA</td>
<td>$\delta f$</td>
<td>0.1 Hz</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>5.40 MW</td>
<td>$k_p$</td>
<td>0.1852</td>
</tr>
<tr>
<td>$Q_{max}$</td>
<td>2.62 MVar</td>
<td>$k_q$</td>
<td>1.9118</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>3.60 MW</td>
<td>$k_{q2}$</td>
<td>0.2778</td>
</tr>
<tr>
<td>$Q_{max}$</td>
<td>2.174 MVar</td>
<td>$k_{q2}$</td>
<td>2.8677</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>4.47 MW</td>
<td>$\omega_{offset}$</td>
<td>1.0140 pu</td>
</tr>
<tr>
<td>$Q_{max}$</td>
<td>1.656 MVar</td>
<td>$V_{offset}$</td>
<td>1.8197 pu</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>4.28 MW</td>
<td>$k_i$</td>
<td>4.5</td>
</tr>
<tr>
<td>$Q_{max}$</td>
<td>1.146 MVar</td>
<td>$k_t$</td>
<td>1</td>
</tr>
</tbody>
</table>

In the simulation model, the difference of voltage phase angle $\delta f$ is reduced from $10^\circ$ to $1^\circ$ for seamless reconnection as much as possible. All parameters are converted and used in Per-Unit (pu).

Nevertheless, two important factors that affect to the synchronized process directly must be concern. The first factor is a $\delta f$ during synchronization that can be any value (0 – 360 degree). It mean that if $\delta f$ is high, it might take more time to synchronized.

The second factor is the capacity of DU which affect directly to synchronization time and peak power as well. In this paper, the $\delta f$ values are defined as 5, 10, 15, 20, 25, 30, 35, 40 and 45 degree, respectively. Since the capacity of DU are not more than 2.5% of aggregate capacity of DGs in microgrid, the capacity of DU is defined as 50, 100, 150, 200 and 250 kVA, respectively.

A. Droop Control Parameter

The relation between $k_{diff}$ and synchronization time ($T_{sync}$) as well as peak power ($P_{max}$) of DU during transition mode. From the graph as shown in Fig. 9 and Fig. 10, show the relation between $k_{diff}$ and $T_{sync}$, $k_{diff}$ and $P_{max}$ where $\delta f = 30^\circ$, respectively.

From graph in Fig. 9, $T_{sync}$ will gradually increase when $k_{diff}$ is increased. On the other hand, in Fig. 10, $P_{max}$ trend to decrease while $k_{diff}$ is increasing.

![Fig. 9 $k_{diff} - T_{sync}$ relationship](image)

![Fig. 10 $k_{diff} - P_{max}$ relationship](image)

Thus, $k_{diff}$ should be concerned and defined with suitable value. In this paper, the value of $k_{diff}$ and $\delta f$ in simulation model are given in Table III.

### Table III. Parameter of droop control

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta f$ (degree)</td>
<td>5 10 15</td>
</tr>
<tr>
<td>$k_{diff}$</td>
<td>3 6 9</td>
</tr>
<tr>
<td>$\delta f$ (degree)</td>
<td>20 25 30</td>
</tr>
<tr>
<td>$k_{diff}$</td>
<td>12 15 18</td>
</tr>
<tr>
<td>$\delta f$ (degree)</td>
<td>35 40 45</td>
</tr>
<tr>
<td>$k_{diff}$</td>
<td>21 24 27</td>
</tr>
</tbody>
</table>

Where DU capacity are 50, 100, 150, 200 and 250 kVA.
B. Simulation Results

The system parameter are following as Table II and III. The Fig. 12 show the $dV$, $df$ and $d\theta$ between microgrid and the utility grid before synchronization process where $d\theta$ is 30 degree and DU capacity is 200 kVA. At the initial state, the microgrid is operated in Stand-alone mode with DU that is in idle mode. The synchronization process is started at $t=1.00$ s and completed at $t=4.38$ s. It is mean that time consumed by two grid synchronization process is around 3.38 s.

Fig. 12 the $dV$, $df$ and $d\theta$ between two grids

During synchronization process, the DGs and DU are controlled by Droop Control. The $dV$, $df$ and $d\theta$ were eliminated by DU which will inject the power to adjust the voltage magnitude and frequency of microgrid. When the $dV$, $df$ and $d\theta$ are in the criteria, the synchronized check will send a command to close a circuit breaker in order to reconnect the microgrid and the utility grid. From the graph in Fig.13, there are some power oscillation because of the slightly variation of $dV$, $df$ and $d\theta$ that be generated during close circuit breaker. After microgrid were in grid-connected mode, DU will change to idle mode again.

From the control strategy, when compare the result between microgrid reconnection with and without synchronized. While circuit breaker was closing to reconnect microgrid to utility grid, Power oscillation can be reduced if $d\theta$ is decreased. In Fig. 14 show power during microgrid reconnection with $d\theta$ are 30, 20, 10 and 1 degree, respectively. From the graph in Fig. 14, Peak powers are around 3.65/2.72/1.83/1.08 times of nominal power where $d\theta$ are 30, 20, 10 and 1 degree, respectively. The comparison between a case of $d\theta$ = 10 degree (IEEE standard) and a case of $d\theta$ = 1 degree, a power oscillation still high. Thus, for seamless reconnection as much as possible, in this paper, the $d\theta$ criteria is reduced from 10 degree to 1 degree.

Fig. 14 Power oscillation during reconnection

In another case, the $d\theta$ and DU capacity comparison is shown in Fig.15. From graph in Fig.15, when $T_{sync}$ is compare with identical $d\theta$ in various DU capacity. $T_{sync}$ tend to decrease dramatically when the DU capacity increase. On the other hand, $T_{sync}$ depend on $d\theta$ when compare with identical DU capacity.

Fig. 15 DU capacity compare with $d\theta$ and $T_{sync}$

Therefore, from the simulation result the DU capacity is not more than 2.5% of aggregate capacity of DGs in microgrid and the $T_{sync}$ less than 5 s are suitable and acceptable in this paper.
In this paper, the synchronization control for microgrid seamless reconnection is presented. For this control strategy can be used in the three phase distribution network with microgrid in order to synchronize between microgrid and utility grid by adding DU that its capacity not more than 2.5% of aggregate capacity of DGs in microgrid with $T_{sync}$ less than 5 s. The purpose control strategy could be used to reduce power oscillation and also adapted with zero-crossing technique in order to decrease the voltage oscillation and more smoothly transfer to grid-connected mode as well.
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Abstract—For research on computer understanding of comics, due to the copyright, we suffer from the number of data. Thus, we require a model which understands comic contents with less data. Unsupervised models can be trained on data without annotations. We compared two unsupervised approaches—bidirectional encoder representations from transformers (BERT) and Skip-Thought—on Japanese comics because BERT achieved state-of-the-art results on the many datasets and Skip-Thought was a model learning the continuity of text. After all, BERT outperformed Skip-Thought. However, the models did not solve problems with unique expressions which datasets for dialogue breakdown detection did not contain but comics datasets. We concluded that we needed more comics data or ordinary conversation data similar to talks in comics for computer understanding of comics.

Index Terms—natural language processing, japanese comics, unsupervised learning, dialogue breakdown detection

I. INTRODUCTION

Bidirectional encoder representations from transformers (BERT) achieved state-of-the-art results on many datasets [1]. BERT is pre-trained using unsupervised learning and is subsequently fine-tuned. The approach is similar to VGG-16 model [2] in computer vision. However, models are seldom fine-tuned in natural language processing (NLP).

In NLP, models have typically used pre-trained word vectors: word embeddings [3], [4]. Additionally, models that learn generic features at the sentence level have been developed. Except for word embedding layers, these NLP models have been trained from scratch.

Generic vectors are relatively easy to obtain for words but are very difficult to obtain for sentences. To obtain sentence vectors, two approaches exist: training on specific tasks and unsupervised learning. Sentence features produced by a model trained on specific tasks are good for these tasks, but we doubt whether the features are generic or not. On the other hand, we think that vectors produced by unsupervised learning are more generic, but in many cases the vectors have a low quality. Additionally, we consider that the vectors produced by the encoder-decoder models trained with unsupervised learning are features where the inputs are compressed, while the original inputs have more information.

Despite the compression, it may be worth to obtain generic sentence features. Although machine learning requires a lot of training data to achieve good performance, it can be difficult to prepare some types of data, for example, comics in Japanese. In this case, unsupervised approaches can be considered.

For research on computer understanding of comics, less datasets exist because of copyright issues. To avoid them, existing datasets should be used, but they have problems: a small number of data and the lack of information to analyze in NLP. It is difficult to increase the number of comic data, and thus we use also data not produced by comics.

In this paper, we compare two unsupervised approaches—BERT and Skip-Thought [5]—on Japanese text. We solve the problem of dialog breakdown detection in computer understanding of comics. In Section 2, we describe related work. In Section 3, we introduce Skip-Thought and BERT. In Section 4, we show the experimental setup and our results. Finally, we show the conclusion.

II. RELATED WORK

In this section, we describe previous research on computer understanding of comics, with related NLP models.

A. Understanding comics with deep learning

Firstly, from the aspect of comic as data for computing research such as tasks in image processing; Rigaud et al. [6], [7] focused on balloons and their association to comic characters and compared the performance of optical character recognition to extract speech text in comics. Matsui et al. [8] proposed a manga-specific image retrieval system. This system retrieved comics that had pictures resembling sketches that people had drawn. Fujino et al. [9] focused on four-scene comics. They solved an order recognition task for understanding structures in comics. All of them analyzed only pictures in comics or annotations closely related to the pictures.

Secondly, we focused on the aspect of creating multilingual dataset by machine translation for comics. It is hard to translate comics automatically. Mantra [10] is one of the important technologies which automatically translate Japanese comic images to English comic images based on the pair-images in existing comic databases. It works well for several character words and narration. However, it is still difficult to translate completely

This work was supported by JSPS KAKENHI Grant, Grant-in-Aid for Scientific Research(B), 19H04184.
while keeping the meanings of the reference text because Japanese comics have many kinds of onomatopoeias and name suffixes. Unique expression makes understanding comics hard in spite of remarkable progress of neural translation. English sentences tends to be longer than Japanese sentences if they are directly translated. Moreover, that is not only in neural translation, but also probably in dialogue breakdown detection.

Thirdly, several studies focus on the aspect of creating multi-modal dataset which consists of natural languages and images. Because of the development of fields in deep learning using big data, we can obtain several types of datasets for photos [11] and clip arts [12]. For research in computer’s understanding comics, Manga109 [8], [13] , which was used in this paper, has 109 comics in Japanese. eBDetheque, a dataset Guerin et al. [14] created, has comics in various languages such as: Japanese, English, and French. They contain pictures, texts, annotated places of characters and balloons. However, they were not enough for research because for example texts in the dataset are not aligned in correct order.

On the other hand, Four-scene comic story dataset [15] has various annotations for tasks related to comic contents to analyze them. However, it has less number of data than Manga109.

Thus, in this paper, we used Manga109 and Four-scene comic story dataset, and made a dataset related to comics manually.

B. Models in NLP

Distributed word representation has a long history since 1986 [16]. Recently, it has been an essential technique in NLP.

Word2vec [3] is a well-known model that calculates word vectors. For example, the vectors obtained from word2vec learned the male/female relationship: operation with the vectors “King - Man + Woman” results in a vector very close to “Queen.” Methods to train word vectors have been widely applied since word2vec appeared. Word vectors are not only fixed but can be used as initial values of embedding layers; this approach outperforms the embedding layers with random values [17].

In addition to word2vec, models for word representation include Glove [4], fastText [18], and ELMo [19]. Glove is a model that uses the statistics of word occurrences in a corpus. fastText is a model with the phrase representations, position-dependent weighting, and subword information. ELMo [19] is a model to obtain contextualized word vectors. The representations differ from traditional word embeddings: in ELMo, each token is assigned a representation that is a function of the entire input sentence. ELMo is a bidirectional language model, and BERT is based on it.

Moreover, many methods to obtain sentence vectors were developed. For example, paragraph vectors or doc2vec [20] is an unsupervised method that learns document (or paragraph) vector representations. The model is based on word2vec and is simple. Although word2vec learns generic word vectors, the vectors from the model are not so good, because the model does not learn the order of words or context. The model is only trained along the context windows in corpora.

Skip-Thought [5] is an unsupervised model with long short-term memory. According to our hypothesis, it should perform well in solving the problem of dialogue breakdown detection, because it learns the continuity of text.

Additionally, we assume that BERT is suited for dialogue breakdown detection, because BERT achieved state-of-the-art results on many datasets, and it also learns the continuity of text in the task of next-sentence prediction (NSP).

With encoder-decoder models, we can interpret outputs from the encoders as sentence vectors regardless of the training task. Although these models produce high-quality vectors, they are tuned only to their respective task. Thus, we exclude these models from our experiment.

III. MODELS

A. Skip-Thought

Skip-Thought is an approach to unsupervised learning of a generic, distributed sentence encoder [5].

The model is trained on the continuity of text from books. Specifically, using the input sentence received in the encoder, the decoder reconstructs the previous sentence and the next one. With Skip-Thought, sentences that share semantic and syntactic properties are mapped to similar vectors.

Skip-Thought has a simple vocabulary expansion method to encode words that were not seen during the training. Let $V_{w2v}$ denote the word2vec embedding space and let $V_{rnn}$ denote the recurrent neural network embedding space. Then, under the assumption that $V_{w2v}$ is larger than $V_{rnn}$, we can define a mapping function $f$ for these models: $V_{w2v} \rightarrow V_{rnn}$ parameterized by a matrix $W$ such that $\theta' = W\theta$.

In this experiment, we trained our model on 2.8 GB of Wikipedia dumps in Japanese\(^1\). However, we used the data only partially: we considered only series of sentences because continuity was important. Moreover, we used sentences with ten words or more.

B. BERT

BERT is a language representation model [1]. It is designed to pre-train deep bidirectional representations from unlabeled text by jointly conditioning on both left and right context in all layers. As the name suggests, BERT includes transformers [21]\(^2\).

BERT requires two training steps: pre-training and fine-tuning. In the pre-training step, the model is trained on masked language model (MLM), the unsupervised learning, and NSP, the classification task. On MLM, the sentences with masked words are used as data, although standard conditional language models can only be trained left-to-right or right-to-left. When predicting the next word by using bidirectional information,

\(^1\)https://dumps.wikimedia.org/jawiki/

\(^2\)They are based on attention mechanisms, not recurrence and convolutions. Recurrent networks typically factor computation along the symbol positions, and step-by-step computation is required. That precludes parallelization and requires more training time.
the model predicts the word by indirectly seeing itself. On NSP, the model classifies whether in a pair of input sentences one sentence directly follows the other sentence or not. In the fine-tuning step, we only need to retrain the pre-trained BERT model with an additional layer. This step is easy and, compared to pre-training, relatively inexpensive.

In our experiment, we use PyTorch transformers\(^3\) and the pre-trained model\(^4\). We train the model on Japanese text with words separated by Juman++ [22] and preprocessed by byte-pair encoding [23].

### IV. Experiments

#### A. Experimental Setup

We evaluated five models on dialogue breakdown detection:

1) Use Skip-Thought to get sentence vectors and classify the vectors as the input into:
   - a) support vector machine (SVM)
   - b) random forest (RF)
   - c) multi layer perceptron (MLP)

They were all models in Scikit-Learn. The hyper-parameters of the models are tuned by Optuna [24].

2) Fine-tune the pre-trained BERT model.

TABLE I, II, III, IV, V shows hyper-parameters of Model 1-a, 1-b, 1-c, 2 and the pre-trained Skip-Thought Model, respectively. The hyper-parameters of the models in Scikit-Learn that are not be written in the table have the default values. When pre-training the Skip-Thought model, we did not use sentences whose length was less than ten words. Note that the pre-trained Skip-Thought model and the pre-trained BERT model have the same vocabulary, but some words were not registered because they did not appear during the training.

We used datasets from the Dialogue Breakdown Detection Challenge (DBDC) 1, 2, 3 [25], and a comics test dataset that included Four-scene comic story dataset and Manga109. We split DBDC datasets in a training dataset and a test dataset. For testing, we used both the test part of the DBDC dataset and the comics test dataset. Importantly, the comics test dataset was not used for training.

#### B. Experimental Results

TABLE VII shows the results of the experiment. In our experiments, Bert outperformed the other models. Our initial hypothesis was that Skip-Thought would performed well, because it would learn the continuity of sentences. However, it did not perform as expected because it was tuned to data for unsupervised learning which were 10 words or more. We think that shorter sentences might make noises. Moreover, we think that fine-tuning the pre-trained Skip-Thought encoder like BERT makes the performance of representations well.
TABLE V
THE CONDITION OF THE PRE-TRAINED SKIP-THOUGHT MODEL

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden size</td>
<td>768</td>
</tr>
<tr>
<td>Max length (of inputs into Skip-Thought)</td>
<td>64</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>29933</td>
</tr>
<tr>
<td>the number of data</td>
<td>6850507</td>
</tr>
</tbody>
</table>

TABLE VI
THE NUMBER OF DATA FOR DIALOGUE BREAKDOWN DETECTION.
VALIDATION DATA IS 10% OF TRAINING DATA PICKED UP RANDOMLY.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBDC</td>
<td>2132</td>
<td>2887</td>
</tr>
<tr>
<td>comics test dataset</td>
<td>201</td>
<td>299</td>
</tr>
<tr>
<td>comics test dataset</td>
<td>30</td>
<td>50</td>
</tr>
</tbody>
</table>

Thus we will try to re-learn Skip-Thought and fine-tune it to the task of dialogue breakdown detection.

BERT performed well, but the score was 0.7289 on DBDC and 0.6162 on the comics test dataset. BERT was not made for dialogue breakdown detection, and inputs into it contained only one or two sentences because of the system design. Dialogue breakdown detection has specific challenges. One of those is, for example, requiring acknowledgment of previous talks. Because in this paper our models answered questions relying on one sentence, our models did not solve the problems requiring previous talks.

How about the comics test dataset? Firstly, comics have sentences with subtle differences from wikipedia data and novels. Characters often give responses like 'I see' or 'right' to the first speakers, and even the first speakers just mutter to themselves (and then, the second characters gave responses to the mutter). Here, we consider that if characters give simple responses, this is “Not a breakdown,” but the model requires more data to understand that.

Secondly, comics like shorter sentences because characters must be in balloons and a character must be written in the proper size for reading. Fig. 1 and 2 show rates of the length of the first speaks and the responses in the training dataset, the DBDC test dataset and the comics test dataset, respectively. As shown in Fig. 1, the rates of the length of the first speaks in all dataset were similar. On the other hand, as shown in Fig. 2, the rates of short sentences in comics test dataset were high, and actually models could not solve the data.

After all, data in dialogue breakdown detection datasets could not be substituted for comics data, and we need to prepare more comics data or ordinary conversation data similar to talks in comics for future experiments.

V. CONCLUSION

We solved the problem of dialogue breakdown detection with two unsupervised models, Skip-Thought and BERT, and analyzed their performance on the comics data. In this experiment, models were trained on no comic data. According to our results, BERT outperformed Skip-Thought. However, the result show that, without comics data, models did not understand the comics. For this reason, we will prepare more comics data or ordinary conversation data similar to talks in comics and will experiment with the models fine-tuned on these data.
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TABLE VII
THE RESULTS OF THE EXPERIMENT

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Train</th>
<th>Test (DBDBC)</th>
<th>Test (the comic dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Model 1-a</td>
<td>0.7237</td>
<td>0.7361</td>
<td>0.7178</td>
</tr>
<tr>
<td>Model 1-b</td>
<td>0.6895</td>
<td>0.6845</td>
<td>0.6917</td>
</tr>
<tr>
<td>Model 1-c</td>
<td>0.6087</td>
<td>0.7630</td>
<td>0.6479</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.946888</td>
<td>0.972144</td>
<td>0.930129</td>
</tr>
</tbody>
</table>
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Abstract—Recently, deep neural networks (DNNs) have shown strong performance in many applications. Some models achieve state of the art in a wide range of fields, such as natural language processing and image processing. Support vector machines (SVMs) have also been a popular approach thanks to their performance. Their criterion selects effective variables in a dataset, and kernel methods help the models extract useful features for prediction. In this paper, we propose a unique method to apply parameters of a pretrained SVM to a DNN. Our proposed method initializes the first layer of a DNN to behave as the pretrained SVM or to extract powerful features from input variables. As a result, the DNN is successfully tuned during the training, because it inherits the advantages of SVMs. To show performance of our proposed method in the experiments, we apply it to classification of a toy dataset and to a sentiment analysis of movie reviews. The results show that the pretrained parameters have a significant effect on the optimization of DNNs.

Index Terms—support vector machine, deep neural network, kernel method

I. INTRODUCTION
Recently, deep neural networks (DNNs) have achieved remarkable performance in many fields, such as natural language processing (NLP) and image processing. To represent the input data, DNNs generate useful features in their hidden units or parameters; thus, some pretrained models can be successfully used for other tasks. Support vector machines (SVMs) [1][2][3] are also widely used nowadays. In SVMs, the objective function is designed to find effective variables, and kernel tricks help to model non-linear and linear data. Thanks to these features, SVMs handle input variables effectively.

In this paper, we propose a unique method to transfer parameters of a pretrained SVM classifier into the first layer of a DNN. The resulting model has the advantages not only of a DNN but also of the pretrained SVM classifier. In our experiments, we classify a toy dataset and perform a sentiment analysis with our proposed method.

II. RELATED WORKS
Many types of DNNs are pretrained and then reused for other tasks. In image processing, convolutional autoencoders (CAEs) [4] are popular. CAEs are autoencoders that consist of convolutional neural networks [5]. Input features are effectively compressed by training the models to restore inputs from low-dimensional hidden units. As a result, compressed features can be applied to various tasks. Such models are called generative neural networks, because they can also generate new data. Classification models, such as VGG-16 [6] and a residual network (ResNet) [7], are widely used as pretrained models. This is because transferring parameters of models trained on a huge dataset with many general labels improves the results on specific tasks (such as classification of images in a narrow domain). Research on NLP tasks also has the same tendency. Word2Vec [8] and Glove [9] map words into feature vectors that reflect the meaning. They are trained by predicting words from other words appearing in the same contexts. Additionally, some models can handle sentences. Sequence-to-sequence (seq2seq) models generate feature vectors of sentences [10]. They consist of autoencoder’s architecture and use recurrent neural networks (RNNs) or the long short-term memory [11] as an encoder and a decoder to handle time dependency. The encoder part provides compressed representations from RNNs’ state. Next, the decoder part uses a language model to restore the inputs from the composed features. More recent models [12],[13] prelearn functions of entire sentences, whereas traditional models, as described above, tried to assign good representations to words or sentences. They achieved significant improvements in the representation learning tasks of NLP.

III. SUPPORT VECTOR MACHINE
Support vector machines are supervised learning models that perform classification and regression. In this paper, we focus on classification tasks. Thus, this section describes SVM classifiers (hereinafter, shortly referred to as SVMs). SVMs solve binary classification tasks by finding a hyperplane to maximize the margin between two classes. The hyperplane is defined by some data points sampled from the input, which are called support vectors. There are two types of definitions of margin: hard margin and soft margin. A hard margin is used for linearly separable data; otherwise, a soft margin is used. In this paper, we use soft margin models.

At first, a dataset \( D \) is given as
\[
D = \{(x_i, y_i) \mid x_i \in \mathbb{R}^p, y_i \in \{-1, 1\}\}_{i=1}^n,
\]
where $p$ is a dimension of input variables, and $n$ is the number of data points. A predicted label $\hat{y}$ by an SVM is obtained by
\[
\hat{y} = \sgn\left(\sum_{i=1}^{n_s} y_s(i) a_s(i) K(\mathbf{x}_s(i), \mathbf{x}) + b\right),
\]
where $n_s$ is the number of support vectors and $s(i)$ denotes a suffix of the $i$-th support vector, both $a_s(i)$ and $b$ are training parameters, $K$ is a kernel function, and $\sgn$ is a signum function. Equation (2) indicates that SVMs employ kernel trick to avoid explicit feature mapping, and the training of the model selects a subset of $\{\mathbf{x}_i\}_{i=1}^n$ as support vectors to establish an efficient feature mapping.

IV. DNN pretrained by SVM

In our proposed method, we transfer the powerful feature mapping of an SVM to a DNN. This section describes the details of the migration and shows a simple example.

A. Migration of SVM to DNN

At first, an SVM is pretrained for a dataset $D$, i.e., the support vectors are selected, and parameters $a_s$ and $b$ are optimized. In (2), parameter $b$ can be added to the summation as
\[
\hat{y} = \sgn\left(\sum_{i=1}^{n_s} y_s(i) a_s(i) K(\mathbf{x}_s(i), \mathbf{x}) + \frac{b}{n_s}\right).
\]
Next, (3) is rewritten as
\[
\hat{y} = \sgn\left(\sum_{i=1}^{n_s} h_s(i)\right),
\]
where $h_s(i)$ can be regarded as a hidden unit. In other words, SVMs produce a hidden layer $\mathbf{h}$ as
\[
\mathbf{h} = \begin{pmatrix} h_{s(1)} \\ h_{s(2)} \\ \vdots \\ h_{s(n_s)} \end{pmatrix}.
\]

Our method passes a hidden layer $\mathbf{h}$ to conventional neural network layers instead of summing up the elements of $\mathbf{h}$. The proposed method has the following expected benefits.
- The DNN can take advantage of the effective kernel functions of SVMs.
- The number of units of the first layer is predefined, because they are optimized in the SVM’s training process.

B. Tuning Types

There are three tuning ways of the DNN: fine-tuning, transfer learning, and full tuning. Fine-tuning inherits the pretrained parameters of the SVM and optimizes them in the training step of the DNN. Transfer learning also inherits the parameters and fixes them in training the DNN. Full tuning only reproduces the structure of the SVM: in this case, the DNN has the same structure as one of fine-tuning and transfer learning, but all the parameters are initialized randomly.

### C. Example

This part shows a simple example: a three-layered deep neural network pretrained by an SVM. The first layer is pretrained as mentioned above. Thus, first hidden layer $\mathbf{h}_1$ is given as
\[
\mathbf{h}_1 = \begin{pmatrix} h_{s(1)} \\ h_{s(2)} \\ \vdots \\ h_{s(n_s)} \end{pmatrix}.
\]
Then, traditional fully connected layers are employed as
\[
\mathbf{h}_2 = f(\mathbf{W}_1 \mathbf{h}_1 + \mathbf{b}_1),
\]
\[
\hat{y} = \sigma(\mathbf{W}_2 \mathbf{h}_2 + \mathbf{b}_2),
\]
where $\mathbf{W}_i, \mathbf{b}_i (i \in \{1, 2\})$ are the weight and bias of a fully connected layer, $f$ is an activation function, and $\sigma$ is a logistic function. Note that SVMs predict labels as $\{1, -1\}$, but this model produces the probability of a certain class. As a result, this model employs binary cross-entropy loss, while SVMs use a hinge loss.

V. Experiments I: Toy Dataset

This experiment shows the features of our proposed method using a simple model described in Subsection IV-C and a two-dimensional dummy dataset. Note that, in this experiment and next, we do not consider difference of computational time between our proposed model and other models as comparison, although our model requires more cost than the compared models. We leave reducing computational time for feature work.

A. Dataset

A dummy dataset from SciKit-Learn (version: 0.20.4) [14] is used in this experiment. The dataset is generated by a method named “make_classification,” which generates a random classification problem. TABLE I shows the custom parameters of “make_classification” for this experiments. The other parameters use their default variables. Fig. 1 shows samples of the generated dataset. The generated data are sampled from two normal distributions assigned to each label.

We use 80% of the dataset to train the model, and 20% is for checking the model’s performance. The former is called the train set, and the latter is called the test set.
Fig. 1. Samples of the generated dataset

Table II
PARAMETERS OF THE SVM.

<table>
<thead>
<tr>
<th>parameter name</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>not-meta-optimized SVM</td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>1.000</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.000</td>
</tr>
<tr>
<td>kernel</td>
<td>rbf</td>
</tr>
<tr>
<td>meta-optimized SVM</td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>92.24</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>8.856</td>
</tr>
<tr>
<td>kernel</td>
<td>rbf</td>
</tr>
</tbody>
</table>

B. SVM Setup

Before training a DNN, we train two SVMs: one with not-meta-optimized hyperparameters and one with meta-optimized hyperparameters, to analyze effects of the parameters on our proposed method. The parameters of the latter SVM are optimized by Optuna software [15], which optimizes them based on a Bayesian optimization algorithm. TABLE II shows the parameters of the two SVMs.

TABLE III shows the performance of the SVMs for the test set. The table points out that Optuna succeeds in the meta-optimization about hyper parameters.

C. Results and Analysis

In this subsection, we analyze the results of transferring the parameters of the pretrained SVM to a simple DNN described in Subsection IV-C. We use 20% of the train set as a validation set to select the final model. We test the model at the epoch when it obtains the best accuracy on the validation set.

First, two SVMs with the same parameters in Subsection V-B are trained on the train set without the validation set. Then, we train two DNNs based on each SVM. TABLE IV shows the parameters of the DNNs. The parameters of DNNs are optimized by Optuna, except for the number of units of $h_1$, because it equals to the number of the support vectors of the pretrained SVM.

TABLE V shows the performance of the DNNs pretrained by the SVMs. According to our results, the proposed method improves performance of the not-meta-optimized SVM. Thus, our model handles feature mapping of the SVM as a network layer. Additionally, the results show that the proposed model performs as successfully as the meta-optimized SVM. Fig. 2 shows the prediction of the pretrained SVMs and proposed models. As shown in Fig. 2, the DNN based on the meta-optimized SVM have a tendency to overfit the train set. That is, an well-optimized SVM does not always become a good pretrained model for our proposed method.

Next, we compare the effects of the three tuning types from Subsection IV-B, using the parameters based on meta-optimized SVM except for the tune type. Fig. 3 shows metrics over training epochs for each tune type. There is a clear difference between the models that use the SVM parameters and not. That is, the model’s structure is difficult to train, because it has a large number of units in $h_1$ and kernel functions. However, pretrained parameters make the optimizations of the DNN easier, and the resulting model performs well.

VI. EXPERIMENT 2: SENTIMENTAL ANALYSIS

In this experiment, we apply our proposed method to a sentiment analysis dataset [16] as a real-world application, comparing the simple model (Subsection IV-C) with an SVM and a multilayer perceptron (MLP).

A. Preprocessing

The dataset contains 50,000 reviews, which are separated in the same manner as in Section V. Validation set is only separated for the MLP and the proposed method; in other
words, the SVM is trained on the complete training dataset. We convert words in the reviews into word vectors produced by a word2vec pretrained on a part of the Google News dataset\(^1\). Next, input dataset is constructed by calculating an average of word vectors for each review. Target values are represented by 0 (negative) and 1 (positive).

### B. Setup of Models

In this subsection, we describe parameters of the models that are optimized by Optuna. TABLE VI shows the parameters of the SVM, the MLP and the proposed model, which are optimized optuna. The parameters of the SVM, as a comparison, are inherited to the pretrained SVM in our proposed model.

\(^1\)Obtained at https://code.google.com/archive/p/word2vec/

\(^2\)\(N(\mu, \sigma)\) denotes a normal distribution with the mean \(\mu\) and variance \(\sigma^2\).

### C. Results and Analysis

TABLE VII show performance of the SVM, the MLP and the proposed model. The SVM outperforms other models; thus, our proposed model has not been optimized successfully in the training. In other aspects, it outperforms the MLP; that is, the proposed method handles features that the MLP does not.
In this paper, we proposed a method to transfer parameters of a pretrained SVM to a DNN. According to the experimental results, the method helps the DNN handle the feature mapping of the pretrained SVM, and the pretrained parameters have a significant effect on the optimization of the proposed example. We have some feature works. The following shows our important future work. First, we will conduct research on optimization method for our proposed model to reduce computational cost. Second, we will explore regularization methods and extend our proposed method by combining some pretrained SVMs with different kernels or parameters to obtain a more robust prediction. Finally, we are interested in finding more effective structures of the DNNs, because inheriting all the support vectors makes the first layer huge.

TABLE VII

PERFORMANCE OF THE MODELS

<table>
<thead>
<tr>
<th>metric</th>
<th>performance</th>
<th>negative</th>
<th>positive</th>
<th>micro avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>f1-score</td>
<td>0.73108</td>
<td>0.72786</td>
<td>0.7295</td>
</tr>
<tr>
<td></td>
<td>precision</td>
<td>0.72678</td>
<td>0.73225</td>
<td>0.7295</td>
</tr>
<tr>
<td></td>
<td>recall</td>
<td>0.73544</td>
<td>0.72352</td>
<td>0.7295</td>
</tr>
<tr>
<td>MLP</td>
<td>f1-score</td>
<td>0.68335</td>
<td>0.73515</td>
<td>0.7116</td>
</tr>
<tr>
<td></td>
<td>precision</td>
<td>0.75742</td>
<td>0.67937</td>
<td>0.7116</td>
</tr>
<tr>
<td></td>
<td>recall</td>
<td>0.62248</td>
<td>0.80064</td>
<td>0.7116</td>
</tr>
<tr>
<td>proposed model</td>
<td>f1-score</td>
<td>0.72472</td>
<td>0.71445</td>
<td>0.7197</td>
</tr>
<tr>
<td></td>
<td>precision</td>
<td>0.71192</td>
<td>0.72804</td>
<td>0.7197</td>
</tr>
<tr>
<td></td>
<td>recall</td>
<td>0.73800</td>
<td>0.70136</td>
<td>0.7197</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In this paper, we proposed a method to transfer parameters of a pretrained SVM to a DNN. According to the experimental results, the method helps the DNN handle the feature mapping of the pretrained SVM, and the pretrained parameters have a significant effect on the optimization of the proposed example. We have some feature works. The following shows our important future work. First, we will conduct research on optimization method for our proposed model to reduce computational cost. Second, we will explore regularization methods and extend our proposed method by combining some
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Abstract—We have dealt with sketches hand-drawn by human hands. They are creations including human emotions and sensibility. To handle sketches on a computer, it is necessary to have an index that quantitatively evaluates the stroke-order. We have already proposed a sketch similarity index for pen movement by cosine similarity. However, we also found that human cognition strongly depends on the shape of a sketch when they understand what is drawn. For this reason, we propose a new similarity index, which is the old index added to a shape similarity index. As a result, the similarity index composed of cosine similarity and Structural Similarity (SSIM) has a strong positive correlation with the human evaluation of similarity. Then, the correlation coefficient is 0.5667. Therefore, we define an objective evaluation model for the stroke-order similarity that incorporates not only the pen movement of a sketch but also the shape of one, and we verify its effectiveness by our experiments.

Index Terms—sketch-rnn, similarity, stroke-order, Kansei

I. INTRODUCTION

Artificial intelligence (AI) has recently attracted significant attention owing to the development of deep learning. While AI exhibits performance that surpasses human in the field of simple pattern recognition, it is still difficult to apply AI to fields related to human emotions and sensitivities, especially to creative works. Among the creations, sketches are highly important because they are expressions that can be broadly empathic, regardless of age, nationality, or culture.

To analyze sensibilities by sketches, we proposed Creative Animating Sketchbook with sketch-rnn (CASOOK-SR). CASOOK-SR has 2 systems. First, Kansei on still images is analyzed by Creative Animating Sketchbook (CASOOK) [1]. Second, features on hand-drawn lines are given by sketch-rnn [2] [3]. The information about hand-drawn lines contains as many feelings as still images because the stroke-order decision process is subconscious. So, we introduced sketch-rnn into CASOOK to extract sensibility on hand-drawn sketches. Also, in order to apply CASOOK-SR to real problems, we proposed the Visual Search Automotive Production System (VSAPS) [4]. The system generates search pictures automatically.

Furthermore, sketches are considered to be time-series data composed of a combination of partial parts like natural language. For these reasons, sketches have been regarded as one of the important AI issues in the field of sensibilities [5]. Nevertheless, sketches are different from natural language in that there are no distinct partial components such as words. Therefore, we need an index to measure the similarity between sketches in order to extract and evaluate sketch parts, strokes, with similar shapes.

However, comparing the similarity between stroke-orders was one of the difficult tasks. In order to solve this problem, we used the similarity index composed of the time-series average of cosine similarity [6]. While the comparison index succeeded in evaluating pen movement, it turned out that human cognition strongly depends on the hand-drawn shapes. Therefore, we define a similar degree of not only pen movement but also hand-drawn shapes as a new objective evaluation model for the similarity between stroke-orders and confirm its effectiveness by our experiments.

II. RELATED STUDIES

A. Sketch-rnn

Sketch-rnn is a model that uses deep learning to complement and infer a user’s sketches by training them. The input is the stroke-order data including the time series, and the latent vector is the intermediate output. Also, the final output is the stroke-order vector making it possible to generate images. Unlike a convolutional neural network (CNN) [7], sketch-rnn can reproduce the process of sketch drawing. In sketch-rnn, strokes are to a sketch in hand-drawn works what words are to a sentence in natural language.

Sketch-rnn is a sequence-to-sequence variational autoencoder (VAE) [8]. Fig. 1 shows the model of sketch-rnn. The input and output of sketch-rnn are stroke-orders data composed of a five-dimensional vector \((\Delta x, \Delta y, p_1, p_2, p_3)\), where \(\Delta x, \Delta y\) represent the moving distance of the pen from the preceding point. In addition, \(p_1, p_2,\) and \(p_3\) represent the state in which the pen is in contact with the paper, away from the paper, and the drawing is finished.

1) The Data of Stroke-Order: The stroke-order data converted from hand-drawn sketches are stored in a matrix. The line direction of the stroke-order data is kept along with the time series, the information about the state of the pen from the beginning to the end of the drawing of the hand-drawn sketch. The column direction of the stroke-order data holds the state of the pen at a certain time \(t\), and the relative values of the \(x\) coordinates, the relative values of the \(y\) coordinates,
Fig. 1. The Model of Sketch-rnn

Where is your sketch?

Choose the same sketch in decode as your encode sketch!

Fig. 2. Screen of VSAPS

Equation (1) shows the definitional formula of the similar index about hand-drawn sketches. Our purpose is to replace the human evaluation score with the evaluation score given (1).

\[ S = (1 - w)S_v + wS_p \]  

Equation (1) has 2 functions, \( S_v \) and \( S_p \). \( S_v \) evaluates the similarity with pen movement in a sketch, and \( S_p \) evaluates the similarity with the shape of a sketch. However, \( 0 \leq S_v \leq 1 \), \( 0 \leq S_p \leq 1 \), and \( 0 \leq w \leq 1 \) are satisfied in (1). Furthermore, \( S_v \) and \( S_p \) indicate that the 2 sketches are more similar as they approach 0, and that the 2 sketches differ as they approach 1. \( w \) is a hyper-parameter related to the similarity of the pen movement and the similarity weight of the image shape. The input data of both \( S_v \) and \( S_p \) is the same 2 sketches. However, the input format of \( S_v \) is stroke-order data, and the input...
format of $S_v$ is a raster image. Therefore, (1) has the following 2 points. The smaller the value of (1), the lower the similarity between 2 different hand-drawn sketches. On the other hand, the larger the value of (1), the higher the similarity between 2 different hand-drawn sketches.

IV. Experiment

A. Purpose

The purpose of this experiment is to create a quantitative evaluation index of similarity in the drawing order. In previous studies, we evaluated pen movement by using cosine similarity. However, it was found that the similarity evaluated by humans strongly depends on the shape [3]. For this reason, in this experiment, not only the movement of the pen but also the similarity evaluation index that incorporates the evaluation of the shape will be verified.

If this can be achieved, we will be able to search for sketches without learning. Accordingly, it is expected that the computer’s understanding of human creation can be further deepened. We strongly believe that methods that can be decomposed into meaningful parts in image analysis will be very unique and innovative.

B. Method

The effectiveness of our proposed evaluation index for the similarity of hand-drawn sketches defined by (1) is confirmed by a questionnaire experiment. 12 sketches are prepared, 3 for each of the 4 image class. In the experiment, 9 people are evaluated using $\binom{12}{2}$ patterns, that is, combinations of 66 patterns. We confirm the validity of the accuracy of (1) by the Pearson correlation coefficient [9]. It is used between the evaluation of (1) and human evaluation. To realize the validation, 9 collaborators answer a questionnaire about the similarity between 2 sketches.

1) Format: In the questionnaire experiment, 9 collaborators are evaluated in four stages of “very similar”, “similar”, “different” and “very different” about the similarity of stroke-order for 2 different sketches. When the questionnaire results are analyzed, “very similar” is converted 4, “similar” is converted 3, “different” is converted 2, and “very different” is converted 1. Fig. 3 shows actually experimental screen.

2) Dataset: We used 4 image class from QuickDraw! [10]: star, t-shirt, baseball_bat and boomerang. They are stroke-order data sets published by Google. These all have the data structure of IV-B2. In addition, these stroke-orders are restored to images, and stroke-order data and raster images are paired. Fig. 4 shows an example of a sketch used in the experiment.

Next, the reason for selecting each image class is described. The star and t-shirts were chosen because their shapes were very different, but the pen movements were very similar. boomerang was chosen because of its rich pattern of sketch orientations. baseball_bat was chosen because it is simple but has few patterns to draw. By using these features, the validity of the proposed (1) is confirmed.

C. Validation

This session describes how to verify the validity of (1). There are 4 processes in total. First, we prepare some functions of $S_v$ and $S_p$ in (1). Next, we will annotate sketches that are similar to humans by conducting a questionnaire experiment. Then, the hyper-parameters are tuned so that the correlation coefficient between the evaluation of similarity by humans and the evaluation of similarity by (1) is maximized. Finally, using the obtained hyper-parameter and similarity functions, we compare the human evaluation with (1) for the similarity evaluation of the unknown sketches and validate (1). This is checked to see if the obtained hyper-parameters have generalization performance or are dependent on annotate data.

1) Functions: We defined three candidates for $S_v$ in (1). The first candidate is shown in (2). Equation (2) was proposed in our research. It was successful for the similarity between 2 sketches in terms of only pen movement. Although (2) only supported the movement of the pen, it did not contribute greatly to the shape evaluated by humans. So, we create functions such as from (3) to (6).

Equation (3) and (4) focus on the difference in pen movement at time $t$. Equation (4) gives the average value of cosine similarity to give weight at the beginning of the drawing. Equation (5) gives the average cosine similarity of the vector connecting the drawing start position and the time $t$ position. Equation (6) is prepared to check whether there is an element similar to the subset in the drawing order.

\[
S_{tv} = \frac{1}{2} \left\{ 1 + \frac{1}{T} \sum_{t=1}^{T} \left( \frac{\sum_{i=1}^{t} U_i \cdot \sum_{i=1}^{t} V_i}{\| \sum_{i=1}^{t} U_i \| \| \sum_{i=1}^{t} V_i \|} \right) \right\} 
\] (2)
\[
S_{2v} = \frac{1}{2} \left\{ 1 + \frac{1}{T} \sum_{t=1}^{T} \frac{U_t \cdot V_t}{|U_t||V_t|} \right\}
\quad (3)
\]
\[
S_{3v} = \frac{1}{2} \left\{ 1 + \frac{1}{T} \sum_{t=1}^{T} \frac{1}{T} \sum_{s=1}^{t} \frac{(\sum_{i=1}^{s} U_i) \cdot (\sum_{j=1}^{s} V_j)}{|\sum_{i=1}^{s} U_i||\sum_{j=1}^{s} V_j|} \right\}
\quad (4)
\]
\[
S_{4v} = \frac{1}{2} \left\{ 1 + \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{t} \frac{1}{|U_t||V_t|} \right\}
\quad (5)
\]
\[
S_{5v} = \frac{1}{2} \left\{ 1 + \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{t} \frac{1}{t-s+1} \sum_{i=s}^{t} \frac{U_i \cdot V_i}{|U_i||V_i|} \right\}
\quad (6)
\]

\(U\) and \(V\) in (2) to (6) are matrices containing the stroke-order of a sketch in the form of IV-B2. \(T\) has an arbitrary time and satisfies \(0 < T \leq \min(l_U, l_V)\). Here, \(l_U\) indicates the time length of the sketch stroke-order matrix \(U\), and \(l_V\) indicates the time length of the sketch stroke-order matrix \(V\). All of (2) to (6) satisfy \(0 \leq S_v \leq 1\). The closer \(S_v\) is to 0, the more different it is in pen movement. On the contrary, the closer \(S_v\) is to 1, the more similar it is in pen movement.

We defined 2 candidates for \(S_p\) in (1). The first candidate is shown in (7). The second candidate is shown in (8).

\[
S_{1p} = 1 - \frac{1}{L^2} \frac{1}{n^2} \sum_{i=0}^{n} \sum_{j=0}^{n} (A(i, j) - B(i, j))^2
\quad (7)
\]
\[
S_{2p} = \frac{(2\mu_{AB} + c_1)(2\sigma_{AB} + c_2)}{(\mu_A^2 + \mu_B^2 + c_1)\sigma_A^2 + (\mu_B^2 + c_2)\sigma_B^2}
\quad (8)
\]

In (7) and (8), \(A\) and \(B\) are made in 2 steps. First, \(U\) and \(V\) are converted to gray-scale raster images. Second, \(A\) and \(B\) are obtained on the first step products through a Gaussian filter [11]. All images have the same vertical and horizontal size of \(n\). \(L\) indicates the dynamic range of the pixel value, and \(L = 256\) is used in the experiment.

In (7), Mean Square Error (MSE) [12] is given as the similarity of the shape. However, since the minimum value is 0 and the maximum value is \(L^2\), normalization is added so that the minimum value is 0 and the maximum value is 1. In addition, adjustments have been made so that the similarity is highest when the maximum value is 1.

In (8), Structural Similarity (SSIM) [13] is given as the similarity of the shape.

In (8), \(\mu_A\) and \(\mu_B\) is the average of the pixel values of images \(A\) and \(B\). Also, \(\sigma_A\) and \(\sigma_B\) represent the variance of the pixel values of images \(A\) and \(B\). Additionally, \(\sigma_{AB}\) represents the correlation of the pixel values of images \(A\) and \(B\). In (8), \(c_1\) and \(c_2\) are \((k_1L)^2\) and \((k_2L)^2\). \(k_1\) and \(k_2\) use the recommended values of 0.01 and 0.03.

2) Hyper Parameter: In (1), \(w\) is set as a hyper-parameter. In addition, it was found that \(S_p\) is 1.0 due to the most white in the grayscale raster image just converted from the stroke-order data in the preliminary experiment. For this reason, it is added as a preprocessing to apply a Gaussian filter to a gray-scale raster image to \(S_p\). In this case, \(\sigma\), which is one of the parameters of the Gaussian distribution [14], is used as the hyper-parameter in (1).

Hyper-parameters \(w\) and \(\sigma\) are optimized by optuna [15]. The correlation coefficient between human similarity evaluation and similarity evaluation by (1) is maximized. The values are determined as a best-tuned hyper-parameters. TABLE I shows the range of parameters used in optimization. The optimal values are obtained by updating 1,000 times each.

V. Result and Discuss

A. Best Hyper Parameter

TABLE II shows hyper-parameters that maximize the correlation coefficient between similarity by humans and similarity using (1). TABLE II gives that (1) combined (5) and (8) and assigned \(w = 0.6049\) and \(\sigma = 1.3082\) is the strongest correlation with human evaluations. At the same time, the correlation between the similarity evaluations by humans and by (1) is 0.7566, which is a very strong positive correlation.

First, let us consider \(\sigma\). Fig. 5 shows the images before and after Gaussian filter processing under the condition of the correlation coefficient 0.7566. The input image in \(S_p\) is slightly blurred by the Gaussian filter as Fig. 5. This relaxation is controlled by \(\sigma\), and it is found that 1.00 to 1.30 is effective in combination with (8). Also, it is found that 0.45 to 0.71 is effective when used in combination with (7).

Next, let us consider \(w\). TABLE III shows the mean and the standard division about the similarity of the pen movement and the shape under the condition that the correlation coefficient is 0.7566. It is a fact that similarity evaluation by human depends on the shape of a sketch because the specific gravity of pen movement and shape between 2 sketches in best 1 are a ratio.
of 2 to 3. However, since the standard division of \( wS_{2p} \) is small and the average value is large, \( wS_{2p} \) is considered to give a rough similarity between sketches. On the other hand, since \( (1 - w)S_{4v} \) has a large standard division and a small average, \( (1 - w)S_{4v} \) is similar to sketches. It is thought that a fine evaluation is given regarding a similar degree.

Fig. 6 shows a scatter when the correlation between the human similarity evaluation and the value of (1) is 0.7566. We can see a strong positive correlation in Fig. 6.

Further, we investigate the transition of the correlation coefficient when hyper-parameters except for \( w \) were fixed under the condition of the correlation coefficient of 0.7566. TABLE IV shows the transition when \( w \) is changed by 0.1. Therefore, the transition is expected to have a convex curve and the maximum value of the transition is 0.6449.

\[
\begin{array}{cccc}
\text{\( \omega \)} & 0.0 & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 \\
\hline
S & 0.5782 & 0.6221 & 0.6681 & 0.7116 & 0.7449 & 0.7558 \\
\hline
S & 0.6 & 0.7 & 0.8 & 0.9 & 1.0 & \\
\hline
S & 0.7424 & 0.6987 & 0.6355 & 0.5638 & 0.4954 & \\
\end{array}
\]

B. Searchability

To confirm the index value obtained by (1), we check the top three sketches and the bottom three ones compared with a target one. The target sketch is the one used in our experiment. On the other hand, the sketches of the candidate for search results are 1600 sketches excluding 12 used in our experiment.

First, we check the search result in 4 kinds of images; star, t-shirt, baseball_bat and boomerang. The number at the bottom of each figure is a value of (1) combined (5) and (8) and assigned \( w = 0.6649 \) and \( \sigma = 1.3082 \). The index giving the values has been optimized for each parameter. It is confirmed that the evaluation of both the shape and the stroke-order between sketches are valid. Therefore, it is checked that (1) with optimized the hyper-parameters is highly valid even when (1) evaluates the similarity between an unknown sketch and a known sketch. This result indicates that hyper-parameters have generalization performance.

Next, we check the search result in the same kind of image, boomerang. The first movement is 1, and the final movement is 8. The top three are shown in Fig. 9. The value in (1) is 0.9050 in this case. The bottom three are shown in Fig. 10. The value in (1) is 0.6102 in this case. In each figure, the number is drawing order. The left sketch is clockwise, but the right sketch is counterclockwise. Further, the left sketch is convex upward, but the right sketch is convex to the left. Therefore, if the pen movement and direction in 2 sketches are a little different, the value given (1) will be smaller.

Accordingly, it is valid that searchability with (1) can provide a similar evaluation of hand-drawn sketches as if a human does.

VI. Conclusion

This research has dealt with sketches drawn by human hands as a creation that includes human emotions and sensibilities. In order to handle sketches on a computer, an index to quantitatively evaluate the stroke-order was necessary. In previous studies, we proposed a sketch similarity index for pen movement using (2). At the same time, it was found that human cognition strongly depends on the shape drawn. For this reason, we propose (1) that incorporates a shape similarity index, in this paper. As a result, it can be confirmed that (1) composed of (5) and (8) has a strong positive correlation with the human similarity evaluation. Furthermore, the effectiveness of the (1) expression is confirmed by comparing the human evaluation with (1) for similarity evaluation of
unknown sketches. We define the similar degree of not only pen movement but also hand-drawn shapes as a new objective evaluation model for the similarity between stroke-orders, and the effectiveness of the model can be verified by our experiments.

The problem remains in improving the searchability confirmed in the V-B section. We believe that sketch in creative works is to partial strokes in a sketch what a sentence in natural language is to some words in the sentence. So, the mid-term goal of this study is to find out which parts of the stroke are similar between sketches. If that is realized, our proposed index will be able to help AI with generating hand-drawn sketches. Then, the index improves the analysis of human emotions and sensibilities, which are one of the weakest fields of AI, with sketches.

This work was supported by JSPS KAKENHI Grant from Grant-in-Aid for Scientific Research (C), grant number 26330282. We would like to thank Editage (www.editage.jp) for English language editing.
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Abstract

We used a deep neural network to model an order book’s behavior in a stock market using its snapshots as an input. The snapshots were taken from a stock market application in time series format. Google’s Tesseract OCR was used to extract price data from these snapshots. A long short-term memory (LSTM) neural network was used to learn the price behaviors in order to predict its future trends, i.e. up, down, or neutral. The result showed that the system achieved an accuracy of 58.98% despite the noise from the OCR and the sampling effect of the snapshots.

Keywords—Predictive models, Time series analysis, Deep Neural networks, Stock markets

I. INTRODUCTION

In technical analysis of stock markets, people make a decision on buying/selling securities based on the past price data. There are roughly two levels of data: level 1 and level 2. Level 1 data includes matched volume and matched prices during a specific time interval in the form of open, high, low, and close prices. Level 2 data adds an addition of order placements by buyers and sellers, which is in form of limited order books (LOBs). Level 2 data is richer in terms of information, but it has access restrictions. Stock markets are regulated in order to protect buyers and sellers. Regulators from different stock markets have different policy on the access of this data. In the stock exchange of Thailand (SET), buyers and sellers can look at an order book via an application. However, the regulator does not provide a function to save data, which is changing rapidly. Investors who want to use this data must watch the application and make their decision accordingly. Some investors have very fatigue eyes because they have to continuously monitor the order book for a long period of time.

Our work wants to implement a system that optically look at the order book as if it is human’s eyes, try to extract data, and model the behavior of that order book with a deep neural network. Our system takes snapshots of the application every one second, passes images to Google’s Tesseract OCR [1] to extract prices and volumes, then feeds data into a long short-term memory (LSTM) neural network to predict the trend of future prices. Our contribution is to find the effectiveness of a neural network that we can use to model the order book given two obstacles. The first obstacle is the noises from the optical character recognition (OCR) part, which mainly come from flashing numbers in the order book. The second obstacle is the long sampling period of taking snapshots of the order book, which cannot be short due to the delay of application data over the internet.

II. LITERATURE REVIEW

There are many research works in the field of machine learning or deep learning that try to model a stock market. The works can be classified into two types based on two main categories of data used, which are candlestick data and order book data. In candlestick data, one candlestick represents a conclusion of one day data that shows the gap of the prices in that day. Inside it contains open, high, low, and close prices (OHLC). There might be other information tagging along, such as matched volumes. The other type of data is a limit order book which is a list of unexecuted buy/sell orders waiting to be matched from the other side. Order book data contains more information than candlestick data, but its access is usually restricted due to market regulations. Since most research that uses an order book used transactional data that can be accessed by the stock market owner, it is impossible for regular traders to acquire it. On the other hand, traders will see the real data at that time how many people order the stock volume and price at each level which represents the state of the market. But it was not represented every detail in stock markets like the level of the market owner that able to see order cancellation it can say the level of normal users is a level of state of market that still contains a lot of filters in many aspects and only leave the data of bids and offers with the pair of their own volume. This makes a lot of work that revolve around order book are based on level 1 stock data that normal trader cannot have access to and make it difficult for normal trader to make any advantage of it.

A. Candlestick data

There are many research works in candlestick such as the works of Motlagh M. T., & Khaloozadeh H. [2], and Gao T. et al. [3]. They proposed several models and made a comparison with neural network models and statistical models. Most of the results showed that the proposed model performed a little better than neural networks and far better than the statistical models (around 5% at least). There is also notable mention like the work of Lee C., & Soo V [4] and Vargas, M. R. et al. [5]. They used...
news data as another input to be fed into neural network models. They performed better than using normal stock data in all aspects, but there was a limitation in news data filter just as in the work of Lee C., & Soo V. They needed to randomly pick only five news topics that still required a proper choice in order to obtain a good result.

B. Order book data

Most of order book data usually relies on historical data dated back many years in the past, because the market regulator do not want to release an updated data due to many reasons. Traders’ intentions have to be kept secretly to protect themselves. For example, the work of Tsantekidis, A. et al. [6] [7] was published in the year of 2017, but the data were a long past data of year 2010. There was also work of Doering J. et al. [8], who used both the state and event flow of data to combine as an input and achieved a better result. Both of the mentioned works provided predicted market trends. Calvez A. L., & Cliff D. [9] tried to replicate other trading algorithms with neural network models and showed a close result. They could improve the models to better degree with lesser gaps of trading prices than the algorithms that they tried to replicate.

Both of candlesticks and order books are usually used in different timeframe. Candlesticks are usually used with in a sampling time of one day, while order books are a lot shorter. We used a sampling within one second interval, and selected neural network models instead of the others. LSTM neural networks performed better in term of accuracy and processing time especially in the work of Tsantekidis, A. et al., which showed that LSTM performed better than CNN in the same setting.

III. System Overview

Our research tried to understand traders’ behaviors from their actions on a limit order book. One of the main problems of using limit order books is that data is kept in various formats. We chose to use snapshots of an order book from a trading application as an input with a sampling period of one second. The snapshots showed five depths of both bid and offer sides. The snapshots were cropped into a specific area that showed the order book part. Then, we used an optical character recognition (OCR) to extract the numbers from this area.

A. Data selection and data collection

To gather this information, we used a Python library call ‘pyscreenshot’ to take a snapshot of each frame with a sampling period of 1 second. We cropped the images into specific areas that contains the data. Thereafter, we want to do several image processing techniques like binarization, resizing, and border removal before feeding images to OCR. The output from OCR will be in a format of string numbers. The structure of limit order book data that we extracted from an image contains 4 rows and 5 columns. Each row in a column contains four numbers: volume of bids, bid price, offer price, and volume of offers from each depth. Starting from the top of row, the value of bids and offer will be the closest to the middle price. This is depth 1. There are five rows according to five depths visible to users.

<table>
<thead>
<tr>
<th>Volume 1</th>
<th>Bid1</th>
<th>Offer1</th>
<th>Volume 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bid5</td>
<td>48.75</td>
<td>49.00</td>
<td>Offer5</td>
</tr>
<tr>
<td>Bid4</td>
<td>48.75</td>
<td>49.00</td>
<td>Offer4</td>
</tr>
<tr>
<td>Bid3</td>
<td>48.75</td>
<td>49.00</td>
<td>Offer3</td>
</tr>
<tr>
<td>Bid2</td>
<td>48.75</td>
<td>49.00</td>
<td>Offer2</td>
</tr>
<tr>
<td>Bid1</td>
<td>48.75</td>
<td>49.00</td>
<td>Offer1</td>
</tr>
</tbody>
</table>

Figure 2. Data contain in one timesteps

B. Optical Character Recognition (OCR)

The OCR we chose was Google Tesseract [8]. We implemented it with Python programming of the module named ‘pytesseract’ that acts as a program from system’s call. Google’s Tesseract is OCR with Unicode (UTF-8) support, and can recognize more than 100 languages and able to support many formats of output like plain text, hOCR (HTML), PDF, invisible-text-only PDF, and TSV. The snapshots we took from the trading program showed moving numbers in different color according to market conditions (red for down trend, green for uptrend, and yellow for unchanged). Also, the numbers will flash when they change. This made the OCR have errors. In our work, we used OCR to parse given images into string. In order to get high accuracy, it required additional image preprocessing steps like inverting images, resizing, binarization, noise removal, rotation, and borders removal. We converted the output string to numbers and fed them to neural networks.

In real practice, there were some downsides from using OCR with images that come from binarization technique. The flicker effect that happened when numbers were changing caused the OCR to fetch correct numbers. Another problem happened with the numbers that has low RGB values. When converted to black and white, these numbers faded and cannot be extracted. Our experiment indicated that the amount these errors happen within an average of 8.5% of the total data.

Figure 1. problem in binarization
C. Data arrangement and label generation

From the number data that is in 2-dimensional 4*5 format, we reshape it to 1-dimension of 20 data. After that, we took 10 of these 20 data and cascade them into one training sample. The training sample spans 10 timesteps, which make our input data to have 2-dimension with shape of 10*20.

Our data represents the state of order book back in past 10 second. These data represent price levels that people prefer or think that the price that suitable for current demand and supply. Next, we generated a label for each training sample by finding an average of mid-price further back 20 seconds in the past. The mid-price in each time step can be calculated by the sum of best bid and best offer divided by two. If the future price is more than the average mid-price, that period is considered as uptrend. If the future price is less than the average mid-price, that period is considered as downtrend. Otherwise, that period is considered as sideways.

\[
\text{Mid price} = \frac{\text{Best bid} + \text{Best offer}}{2}
\]

\[
< \text{AVG}(P_{21:N}) \Rightarrow \text{uptrend}
\]

\[
\text{MA}(P_{1:20}) = \text{AVG}(P_{21:N}) \Rightarrow \text{sideways}
\]

\[
> \text{AVG}(P_{21:N}) \Rightarrow \text{downtrend}
\]

Figure 2. Input and output of OCR

D. Normalization and Class balancing

Neural networks, prefer the input data to be in a range of 0 and 1 for easy training and stability. We normalized the price and volume data into a range of [0,1] by dividing them with the highest price and volume of that training sample.

From the type of labels that we acquired, most of the labels that we got was sideways (around 97%). The class imbalance will make the neural network stick to the majority class. We oversampling the uptrend and downtrend samples plus some additional noises to equalize the number of sample within each class.

E. Long Short-term Memory (LSTM)

Long short-term memory has demonstrated its high efficiency for order book modelling as the best comparing with MLP, CNN [ref]. Order book data can be classified as a time series, which requires a model that can learn time dependency like an LSTM.

LSTM is an adaptive version from the architecture of an RNN model. Its main purpose is to solved the problem of long-term dependencies in RNN models. The structure of LSTM models is nearly the same as that of RNN models. They consist of inputs, outputs, and state cells with an addition of sigmoid gates. The additional gates work as forget gates, which are controlled by numbers ranged of 0 and 1 from the sigmoid gate. The input gate takes the number from the output gate and forget gate to control how much value it will pass to the next state. The main benefit of using LSTMs is in tasks that have sequence data as an input like time-series data prediction, human language processing, or handwriting etc. It can use the previous data as one of variable for prediction.
Many stock traders made their decision of buy/sell based on the past data. LSTM uses the same mechanic, which is our aim as to make the model work as a human.

IV. Experiments

A. System Overview

We selected a security from the Stock exchange of Thailand (SET) during 24th June to 19th July which is around 4 weeks of data and 19 days (due to exclude holiday and weekends). There are two active sessions on each day: morning 10:00 a.m. to 12:30 p.m. and 2:30 p.m. to 4:30 p.m. There is a total of 4 active hours a day. We chose one of the large cap stock from the stock exchange of Thailand. Its trading value usually stay within top 10. This is because its order book behavior is expected to behave normally, and we can use it as a standard for other stocks.

The system records a video of an active order book, and takes snapshots of it every one second. The images will be preprocessed before being passed to the OCR, which gives outputs in a string format. Due to the blinking numbers caused by active trading, the OCR may misrecognize the numbers. Next, the string output from the OCR is converted to numbers and normalized before being sent to the LSTM neural networks. The output of our neural networks had three classes: uptrend, downtrend or sideways.

\[
 f_t = \sigma(W_t \cdot [h_{t-1}, x_t] + b_t), \quad (1)
\]
\[
 i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i), \quad (2)
\]
\[
 \tilde{c}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c), \quad (3)
\]
\[
 c_t = (f_t \times c_{t-1}) + (i_t \times \tilde{c}_t), \quad (4)
\]
\[
 o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o), \quad (5)
\]
\[
 h_t = o_t \times \tanh(c_t). \quad (6)
\]

The main objective of this work is to demonstrate that a neural network that has a visual input can understand the behaviors of an active order book by correctly predicting the future trend of it. The work also investigated how the error of OCR and the sampling affects the overall prediction we make it robust enough for those errors.

B. Model Architecture

Our neural network architecture used 10 timesteps of historical data to predict the future trend. We used an LSTM that has 1 layer with 64 number of hidden units inside and has an output of one number for the label of stock trend.

C. Training procedure

The 19-day data that we have consists of a mix of bullish and bearish trading periods for a total of around 300K entries. We divided it into three sets: 12 days of training set, 3 days of validation set, and 4 days of test set. Then, we performed class balancing, because majority of data is sideways. We also performed shuffling and used a batch size of 512. We trained the model with the training set with dropout rate of 0.5 to avoid the overfitting problem and make model more robust, also after training process follow with checked the accuracy of validate set together. When the accuracy of validation set started to drop, we stopped the progress in order to avoid overfitting and tested the result with test set. We reshuffled the data every time after finish one round of all batches.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uptrends</td>
<td>82.5%</td>
<td>68.69%</td>
</tr>
<tr>
<td>Sideways</td>
<td>81.23%</td>
<td>95.30%</td>
</tr>
<tr>
<td>Downtrends</td>
<td>90.02%</td>
<td>50.88%</td>
</tr>
<tr>
<td>Total</td>
<td>84.58%</td>
<td>71.65%</td>
</tr>
</tbody>
</table>

Table 1. Accuracy from Training and Validation in each class
V. RESULT AND DISCUSSION

Our experiment predicts the trend of one second ahead from the current time. The results show the accuracy from the test set, in which the model never see it before. The results are divided into three classes, and the accuracy are shown separately as below.

Table 2. Test result in each class

<table>
<thead>
<tr>
<th>CLASS</th>
<th>Accuracy (Test set)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uptrends</td>
<td>59.11%</td>
</tr>
<tr>
<td>Sideways</td>
<td>68.87%</td>
</tr>
<tr>
<td>Downtrends</td>
<td>48.86%</td>
</tr>
<tr>
<td>Total</td>
<td>58.98%</td>
</tr>
</tbody>
</table>

Table 3. Confusion matrix of model

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uptrends</td>
<td>59.11%</td>
<td>64.67%</td>
<td>59.11%</td>
<td>0.62</td>
</tr>
<tr>
<td>Sideways</td>
<td>68.87%</td>
<td>54.53%</td>
<td>68.87%</td>
<td>0.61</td>
</tr>
<tr>
<td>Downtrends</td>
<td>48.86%</td>
<td>59.54%</td>
<td>48.86%</td>
<td>0.54</td>
</tr>
</tbody>
</table>

From the test result and the confusion matrix, we achieved an average accuracy of the three classes as 58.984%. The result had an accuracy drop around 10% from that of the validation set. Precision, Recall and F1 score all were above 50%, except the recall of Downtrends which was less than 50%. This showed that the model performed well.

Because of the data has a mix of trends and has class imbalance, up trend and downturn are hard to predict than sideways. Also, if we can decrease error in the OCR progress, the result can still be improved in many ways given that many aspects of work can be polished with other methods that can remove noises.

VI. THE EFFECT OF PROLONG PREDICTION TIME VS. ACCURACY

In the previous experiment, we used historical data to predict the trend of one step ahead. A question arose whether how far ahead in the future that we can predict the trend without sacrificing much of the accuracy. We performed an experiment with increasing period in the future to see the trend. The result showed that the model can achieve around the same accuracy within the first five seconds. However, the accuracy started to decreased after that as time goes on. During the first few seconds, the trends were not clear. This is why the model achieved the best accuracy at five-second prediction.

VII. CONCLUSIONS

This work is an attempt to extract information from an order book of a trading stock market via visual information. Stock markets are usually regulated, therefore the access to such information is limited. We used a Google’s Tesseract OCR to extract data from snapshots of an order book and passed the numbers to an LSTM neural network. The neural network was trained to learn traders’ behaviors expressed on the order book and predict the future trends for the next few seconds.

We used one month of order book image snapshots of a big cap stock, captured from a trading application by the stock exchange of Thailand. The result showed that it can achieve a reliable prediction in most of the cases are above 50%. There were high prediction errors in the class downtrends. We expected that this may be due to the lack of variety in data. Our work had to deal with big data (images), while other similar work of stock prediction used numbers (text). This research is also restricted by hardware limitation, data sampling, and errors from the OCR algorithm. We tried to make the model more robust by adding dropouts to make the model less sensitive to noises.
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Figure 7. Accuracy vs prediction time period


Abstract—In this paper, we propose a hierarchical attention model for summarization. Normally, sentences have relations among another sentence and it is important to consider these relations in summarizing. Our proposed model can make each sentence vectors from document composed of multi sentences and get relations among sentences from these vectors by the incorporated operation. As an operation of taking relations, we use self-attention and gated convolutional neural network. It has been reported that these operations can get dependencies among words, and self-attention is particularly powerful. Therefore we adopted these operations expecting the same work in sentences. We conducted an experiment of title generation by using Japanese news articles. We evaluated the performance of our proposed model by Rouge and visualized the relations among sentences.

Index Terms—neural network, attention mechanism, generative summarization

I. INTRODUCTION

Sequence to sequence model represented by machine translation [1] has been actively conducted, and high accuracy has been reported in various tasks such as text summarization [2] and speech recognition [3]. In the sequence to sequence model, the input sequence is first encoded by some method, and then generate outputs in the decoder side. In most cases, the input is time-series data, and Recurrent Neural Networks(RNN) or Long Short Term Memory(LSTM) [4] is used. Recently, it has been reported that attention mechanism [5] and convolutional neural network [6] are effective for sequence models.

Attention mechanism makes it possible to generate outputs while focusing on important input words for a generation. Attention mechanism learns which input word is important by calculating the weight between the input sequence and target. The main issue with the previous sequence model is that a neural network needs to compress all the necessary information of an input sentence into a fixed-length vector. However, in attention model, it can choose a subset of input vectors, and this frees sequence model from having to compress all information of an input sentence, regardless of its length. Attention model achieves comparable to the existing state-of-the-art phase-based system on the English-to-French translation at the time.

Convolutional Neural Network(CNN) is a method of acquiring dependencies between inputs vectors with parallelization. Convolutional networks do not depend on the computations of the previous time step and therefore allow parallelization over every element in a sequence. By using CNN to words, it can obtain a feature representation capturing relationships within a window of k words by applying convolutional operations for kernels of width k. Gehring et al. achieve state-of-the-art in WMT’16 English-Romanian by using Gated CNN and attention mechanism [6].

Self-attention learns dependencies between distant positions of input vectors. In obtaining the dependencies, while the convolutional neural network is limited to the kernel size of k, self-attention is not limited due to averaging attention-weighted position. Self-attention has been used successfully in a variety of tasks including reading comprehension, abstractive summarization, textual entailment. By using multi-layer attention, Vaswani et al. achieve state-of-the-art in WMT’14 English-to-French [5].

However, all these operations are limited to acquiring dependencies among words, it is unclear whether they can capture relationships among sentences which position higher dimensions than words.

In this paper, we first propose the architecture of hierarchical attention model which obtains sentence vectors of input document which composed of multi-sentence. By making the attention model hierarchical, the Rouge score is improved compared to a previous single attention model. Furthermore, we execute operations of convolution and self-attention to the sentence vectors in our model and compared the transition of Rouge score and attention-weight in order to confirm that our model obtains the relationship between sentences.

II. MODELS

A. Attention Model

Attention model is based on encoder-decoder architecture. In the attention mechanism, it makes context bect vector c_t from attention weight at time t [7]. Attention weight of state i, a_{it} is computed by dot-product between each vectors \( H = (h_1, ..., h_m) \) of input sentence \( X = (x_1, ..., x_m) \) from encoder and internal state \( h_t \) from the decoder [8].

\[
a_{it} = \frac{\exp(h_t \cdot h_i)}{\sum_{j=1}^{m} \exp(h_t \cdot h_j)}
\]  

(1)
The context vector $c_t$ is a weighted sum of attention weights and encoder outputs.

$$c_t = \sum_{i=1}^{m} \alpha_{ti} h_i$$  \hspace{1cm} (2)

Using this context vector, the sentence $S = (s_1, ..., s_n)$ is generated as follows. Here, $W_c$ and $W_o$ is weight matrices.

$$\hat{h}_t = \tanh(W_c[c_t; \overrightarrow{h}])$$  \hspace{1cm} (3)

$$p(s_t|s_{<t}, X) = \text{softmax}(W_o\hat{h}_t)$$  \hspace{1cm} (4)

### B. Gated CNN Model

Gated CNN (GCNN) is a model that incorporates a gate structure into CNN [6]. As a gate structure, Dauphin et al. use gated linear units (GLU) [9]. GCNN has a block structure that computes intermediate vectors based on a constant number of input elements. The constant number is defined by kernel and number of blocks. In GCNN, convolution kernel is parameterized as $W \in \mathbb{R}^{2d \times k \times d}$ and $b_w \in \mathbb{R}^{2d}$ and takes as input $X \in \mathbb{R}^{k \times d}$ which is a concatenation of $k$ input elements embedded in $d$ dimensions and maps them to a single output element $Y = ([A B]) \in \mathbb{R}^{2d}$. GLU is applied to $Y$ and finally outputs vector $v([A B])$ like (5).

$$v([A B]) = A \otimes \sigma(B)$$  \hspace{1cm} (5)

$\otimes$ is the point-wise multiplication and the output $v([A B])$ is half size of $Y$. The gates $\sigma(B)$ control which inputs $A$ of the current context is relevant. GCNN takes residual connections from the input of each convolution to the output of the block [10]. Subsequent blocks operate over the $k$ output elements of the previous block.

### C. Self-Attention Model

Attention can be described as mapping a query and a set of key-value pairs to an output [11]. Normally, query is target from decoder, and key-value is source from the encoder. However, in self-attention, source and target are same and all come from the under hidden layer [5]. Self-attention can refer to all positions in under hidden layer, and obtain dependencies of the input sequence. In the self-attention, query is given at the same time and each attention is computed, and the same number of output vectors same to query can be obtained. The queries are put together into a matrix $Q$, and the keys and values are also put together into matrices $K$ and $V$. Self-attention is computed like (6).

$$\text{Self-attention}(Q, K, V) = \text{softmax}(QK^T)V$$  \hspace{1cm} (6)

$$Q = W_1H, K = W_2H, V = W_3H$$  \hspace{1cm} (7)

Here, $W_1, W_2$ and $W_3$ is weight matrix, and $H$ is vectors from under hidden layer.

In this research, we propose a hierarchical model that can obtain sentence vectors of the input document. Our proposed model is based on encoder-decoder model. The encoder side is a hierarchical structure of the attention model, and the decoder side is a language model. Each attention model is based on attention based summarization (ABS) model of Rush et al. [2]. As a language model, we use LSTM [4]. Input of our model is document $D = (X_1, ... X_n)$ which composed of multi sentences, and each sentence $X_t = (x_1, ..., x_m)$ is composed of words. Each sentence $X_t$ is applied to attention model separately, and make sentence vectors $\text{encode}_{\text{sen}}(X_t, h_t)$ as section 2.1. Here, $h_t$ is the hidden vector of the decoder at a time of $t$. Our model use scaled-dot attention [5] in computing attention weight. After make sentence vectors, each sentence vectors are applied to subsequent attention model, and make document vector $\text{encode}_{\text{doc}}(D, h_t)$. Finally, summarized sentence is generated from this document vector in the same way as (3) and (4).

Hierarchical attention model can make each sentence vectors, however, it can not obtain the relations among sentence vectors. Therefore, we adopt GCNN and self-attention in order to obtain relations of sentences. As stated in section 2.1 and 2.2, these operations have been used for capturing words dependency. We add each operation layer before subsequent attention layer. Each operation is done to the sentence vectors $\text{encode}_{\text{sen}}(X_t, h_t)$, and output $\text{encode}_{\text{sen}}(X_t, h_t)$ which have relational information among sentences. Fig. 1 is the outline of our proposed model in the encoder.

![Fig. 1. Outline of proposed model](image-url)
IV. EXPERIMENTAL SETUP

We generated titles of multi-sentence documents using the proposed model. We report a result of three methods, proposed model using GCNN or self-attention or nothing. We also show the results of the Rush et al. model [3] for comparison. Rush et al. model does not have a hierarchical structure, therefore we input multiple sentences regarded as one sentence. The dataset and parameters are the same for either method. The details of these settings are shown below.

A. Datasets

We use Mainichi-Sinbun-Dataset 1 as dataset. In this dataset, news articles consisting of titles and contents are organized by article genre, social, international, and economic. We used from 2008 to 2012 of this dataset. Furthermore, in order to increase dataset, we collect news articles from the internet. For these articles, we extracted only articles that contained 3 to 20 sentences and 7 to 20 words of the title. Finally, we got 171,060 news article dataset. Of these, 166,000 were used as training data and 5,160 as test data.

For Japanese morphological analysis, Mecab was used, and all numbers were replaced with “num” tokens. We replaced words with low frequent occurrences to unknown words, and the threshold value of low frequent was 30,000.

B. Parameters and Optimization

We use 200 hidden units for embeddings in encoders and decoders, and dimensionalities of all linear layers are same. LSTM set the initial state to zero and the internal state dimension size was set to 200. In GCNN layer, we use 2 to 5 as kernel, and 1 to 5 is used as stacked blocks. When the kernel is 5 and stack 5 blocks, GCNN can get dependencies up to 21. In this experiment, we use articles less than 20 sentences, therefore we can get the dependencies between all sentences in this experimental setup.

Adam was used as an optimizer, and learning rate was 0.001. We learned to generate a title from articles and finished learning when the validation error became the minimum. Dropout was applied to the embeddings and the decoder output, and 0.1 was used as values. The batch size was set to 10.

C. Evaluation

For the evaluation, we used recall-based Rouge [12]. Rouge is evaluated by the number of overlapping units such as n-gram, word sequence, and word pairs between the ideal summary created by human and the computer-generated summary. We use Rouge-1 (unigrams), Rouge-2 (bi-grams), and Rouge-3 (tri-grams) of Rouge. As a maximum length of the generated title, we set 20. In order to compare each method, we evaluate by Rouge translation. We take Rouge score for every epoch up to 30. Each epoch score is computed by Rouge average of all test data.

V. EXPERIMENTAL RESULTS

We first show the result of the translation of Rouge score. About model with GCNN, We show the result of kernel is 2 and 3 when the stacked block is 1. Another result of using GCNN is lower. Proposed model with nothing used got the highest score. When we incorporated the layer of GCNN or self-attention, the Rouge score became low. Focusing on the difference between GCNN and self-attention, GCNN score was lower than self-attention. Convolution of word vectors by GCNN works well since the adjacent words have relationships. On the other hand, the convolution of sentence vectors by GCNN does not always work well since the adjacent sentence do not always have relationships. Consecutive sentences may have completely different contents. Self-attention can take dependencies among distant sentence vectors, therefore it seems that self-attention score performed better.

Next, we show the weight-value of the subsequent source-target-attention layer. Fig. 5 is proposed model with nothing used and Fig. 6 is proposed model with self-attention. It can

\[1\] http://www.nichigai.co.jp/sales/mainichi/mainichi-data.html
be confirmed from Fig. 5 that our proposed model can capture the feature that the headline is often used in the title generation of the news article. Focusing on Fig. 6, we can see that the weight-value is smoothed. As mentioned above, normally headline information is often used when generating titles from news articles. Therefore, the score drop of incorporating self-attention was attributed to taking dependencies more than necessary for summarization.

Finally, we show one example of the result of relations of sentence vectors of self-attention. Fig. 7 shows the relationship among sentences. The highest weight-value among Query and Value is connected by a line, and the top is Query and the bottom is Value. From Fig. 7, many sentences have a relation with the headline, it can be seen that the relations between sentences are taken. It can be said that the model with self-attention is more versatile considering that the summary is made by consideration of the relation between sentences.

VI. CONCLUSION

In this research, we proposed hierarchical attention model in order to make each sentence vectors, and we operate sentence vectors to taking relationship among sentences. As an operation to the sentence vectors, we use GCNN and self-attention. We find that self-attention is more suitable for taking relationships among sentences than GCNN. Moreover, we confirm that self-attention can take relationships among sentences by checking weight-value. Finally, we conclude that hierarchical attention with self-attention is versatile summarization model.

In this experiment, we use soft attention in all attention layer. However, it seems more suitable to restrict the use of attention-weight-value in the summarization. Therefore, in the future task, we try to incorporate hard attention in attention layer. Moreover, we would like to apply hierarchical architectures to other tasks which have dependencies among multi inputs.
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Abstract—Current consumer behavior traders are used to create decision-making tools for entrepreneurs to produce products or services that meet consumer needs. For this reason, therefore focusing on data analysis using SMO techniques for predict system for the behavior of consumer buying personal car decision based on a total of 1,110 data obtained, with a total of 6 relevant car trading information features, consisting of income customers, type of car, down payment: cash booking, decision results requires that the answer in the forecast is divided into two classes, namely the class of buying cars and not buying cars. When dividing the data into 50% training set and using 50% test set, 555 training set will be used and 555 test sets can be used to enter the learning and testing process. By random 50:50 in the selection of algorithms to be tested and the accuracy of 95.13%.
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I. INTRODUCTION

The automotive industry of Thailand has been continuously growing [1],[2]. Observed by many cars, the launch of new models into the market and the use of various marketing strategies to compete because production volume car sales in Thailand are increasing in car production and sales every year [3]-[5]. Although the overall economy of European countries will be in a slowdown but the Thai economy is still active consistent with the image of increasing the production capacity of many cars to meet the demand both increase production capacity and add more product models to choose [6].

Toyota Motor Thailand Company Limited was registered in 1962 in addition to the assembly of cars Toyota Motor Thailand Co., Ltd has imported and exported cars [7]. Finished and auto parts to various countries around the world in more than 90 countries throughout the 48 years of operation and dedication of the company is an attempt to meet the highest demands of customers both in the world standard production process cutting-edge technology, environmental awareness, service quality and personnel development by including business expansion [8].

Mr. Mihinobu Tsukata, President of Toyota Motor Thailand Co., Ltd., announced the statistics of car sales in January-June 2019 in the passenger car market, No.1, Toyota, sales of 60,350 units, up 12.8%, 29.2% market share, 2nd place, Honda sales 48,889 units, increased 5.6%, market share 23.7%, which reinforces the quality of the Toyota car [6]. In the after-sales service center, prices, promotions and special offers Each car is competing in sales. Current problems in consumer behavior traders are used to create decision-making tools for entrepreneurs to produce products or services that meet consumer needs. Therefore making various behaviors in deciding to buy all kinds of products is very important and must be worth the amount paid to provide effective products as shown in Fig 1.

Fig 1. Decision to buy a personal car [6]

In this paper, we focused on predicting consumer behavior of personal car products with SMO technique. By Toyota brand cars type of passenger car is a popular model with 5 models, namely Altis, Camry, C-HR, Vios and Yaris from total of 1,100 people.

II. RELATED THEORIES AND RESEARCH

A. Data Mining

The data mining [9] is a technique for analyzing data from different perspectives and can summarize results as useful information. Data mining process uses many principles such as machine learning, statistics, visualization techniques to discover and present knowledge in an easily understandable format another meaning is a process is done with a lot of data to extract information including the form and the relationship hidden in that big data set.

Knowledge Discovery in Database (KDD) or Data Mining work processes
The Knowledge Discovery in Database (KDD) process [10] refers to the process of searching for knowledge from a large number of data groups. Which has the process of data mining as the main process to find the interesting characteristics of these data thus obtaining a rational data model useful and easy to understand. The implementation of data mining techniques will have different methods. Depending on the purpose that will be used to use what to do. What is needed to know? Therefore, various methods are proposed for different goals in order to obtain the appropriate results for the needs. After that, the data mining process can be shown as follows.

**B. Sequential Minimal Optimization (SMO) techniques**

Overview of SMO is an algorithm based on Support vector machine techniques (Support vector Machine). Used for training. The full algorithm is described in John Platt’s paper [11]. However, the full SMO algorithm consists of customizations designed to speed up the algorithm. On large data sets and can detect algorithms. If you want to use SVM in a real-world application. Should use the full SMO algorithm or search for a software package for SVM. After using the algorithms described here, it should be quite easy to use the full SMO algorithm described in the paper of John Platt [12].

**SVM optimization problems**

Recall from the lecture notes that Support Vector Machine can analyze linear data [12].

\[
f(x) = w^T x + b. \tag{1}
\]

The problem of binary identification is predicted \( y = 1 \) finally \( f(x) \leq 0 \) and if \( y = -1 \), \( f(x) < 0 \) which considers the function \( f(x) \) can be expressed as well.

\[
f(x) = \sum_{i=1}^{m} a_i y^{(i)} x_i < x, x > + b \tag{2}
\]

Can replace the kernel \( K(x, y) \),

SMO algorithm is a method that increases the efficiency of the vector machine. Or problems that must be solved

\[
\max_a W(a) = \sum_{i=1}^{m} a_i - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} y^{(i)} y^{(j)} a_i a_j \langle x^{(i)}, x^{(j)} \rangle \tag{3}
\]

subject to \( 0 \leq a_i \leq C, i = 1, \ldots, m \) \tag{4}

\[
\sum_{i=1}^{m} a_i y^{(i)} = 0 \tag{5}
\]

Can use KKT condition to check the convergence of the most suitable spot. For this problem, KKT conditions are.

\[
a_i = 0 \Rightarrow y^{(i)} (w^T x + b) \geq 1 \tag{6}
\]

\[
a_i = C \Rightarrow y^{(i)} (w^T x + b) \leq 1 \tag{7}
\]

\[
0 < a_i < C \Rightarrow y^{(i)} (w^T x + b) = 1 \tag{8}
\]

In other words, \( a_i \) that meet these qualities will be the best solution for the optimization problems listed above. The SMO algorithm will repeat until all these conditions are met. Thus ensuring the reliability in forecasting.

Simple SMO algorithm as described, the SMO algorithm [13], [14] can select two \( \alpha \) parameters, namely \( \alpha_i \) and \( \alpha_j \), and adjust both common objectives of these \( \alpha \) and can adjust the parameter \( b \) depending on the new \( \alpha \). This process is repeated until the convergence of \( \alpha \) can explain these 3 steps more thoroughly.

Selection of \( \alpha \) parameters, the most of full SMO algorithms perform behavior analysis to select \( \alpha_i \) and \( \alpha_j \) to optimize the objective function as much as possible. For this large data set is very important to the speed of the algorithm because there are possible options for \( m \) \( \cdot \) \( 1 \) for \( \alpha_i \) and \( \alpha_j \), and some will result in less development than others.

However, for the new version of SVM use a much easier solution just repeat it more than \( \alpha_i, i = 1, \ldots, m \) if \( \alpha_i \) does not meet KKT conditions within some numbers tolerance. We choose \( \alpha_j \) randomly from the remaining \( m-1 \) \( \alpha \) and try to adjust to \( \alpha_i \) and \( \alpha_j \). If there is no \( \alpha \), there is more change than every \( \alpha \). It is important to realize that the use makes this easy to understand. Because we didn't try to increase efficiency. All possibilities \( \alpha_i, \alpha_j \) have the possibility that some pairs can be optimized. Do not consider. However, for the data set used in the problem set. This method will receive the same results as the selection process of the full SMO algorithm.

Optimizing \( \alpha_i \) and \( \alpha_j \) performance, the selecting the Lagrange \( \alpha_i \) and \( \alpha_j \) multipliers. In order to optimize, we will calculate the limits of the values of these parameters. Then we will solve the problem of maximizing the limit.

First of all, we want to search for the \( L \) and \( H \) boundaries such that \( L \leq \alpha_j \leq H \) so that \( \alpha_j \) is a response to the limit of \( 0 \leq \alpha \leq C \). It can show that these things are derived from the following.
If \( y^{(0)} \neq y^{(i)} \), \( L = \max(0,a_i - a_j), H = \min(C, C + a_j - a_i) \) (9)

If \( y^{(0)} = y^{(i)} \), \( L = \max(0,a_i + a_j - C), H = \min(C,a_i + a_j) \) (10)

Now we want to find \( \alpha_j \) to add the most objective functions outside the L and H boundaries. We just cut the values of \( \alpha_j \) in this range. Can show (Try to find yourself using the contents of the class notes or see [12]) that \( \alpha_j \) is given by using the following equation.

\[
a_j := a_j - \frac{y^{(i)}(E_i - E_j)}{\eta} \quad (11)
\]

\[
E_k = f(x^{(k)}) - y^{(k)} \quad (12)
\]

\[
\eta = 2\langle x^{(i)}, x^{(j)} \rangle - \langle x^{(i)}, x^{(i)} \rangle - \langle x^{(j)}, x^{(j)} \rangle \quad (13)
\]

You can think of \( E_k \) as an error between the SVM output in the kth sample and the actual label. \( \eta \) can be calculated using the equation (2) when calculating the parameter \( H \). Can use the K kernel function instead if needed anyway \( \alpha_j \) is in the range \([L, H]\).

\[
a_j = \begin{cases} 
H & \text{if } a_j > H \\
 a_j & \text{if } L \leq a_j \leq H \\
 L & \text{if } a_j < L. 
\end{cases} \quad (14)
\]

Finally, there is a fix for \( \alpha_j \). We want to find the value for \( \alpha_i \). The value obtained from the next equation.

\[
a_i := a_i + y^{(i)}y^{(j)}(\alpha_i^{(\text{old})} - \alpha_j^{(\text{old})}) \quad (15)
\]

Where \( \alpha_i^{(\text{old})} \) is the value of \( \alpha_i \) before optimization by equation (11) and (14).

The full SMO algorithm can handle rare cases that \( \eta = 0 \) for our purposes. If \( \eta = 0 \) can treat this as if we were not able to do with this pair's \( \alpha \).

Calculation of criteria b

After optimizing \( \alpha_i \) and \( \alpha_j \), we will select the criteria \( b \), which is in accordance with KKT conditions. For example, ith and jth, if after adjustment, \( \alpha_i \) will not be bounded (eg \(0 < \alpha_i < C\)), so the limit \( b \). The following is correct because it forces SVM to export \( y^b \) when that input \( x^b \).

\[
b_1 = b - E_i - y^{(i)}(a_i - a_i^{(\text{old})})(x^{(i)}x^{(i)}) - y^{(j)}(a_j - a_j^{(\text{old})})(x^{(i)}x^{(j)}). \quad (16)
\]

In the same way, the \( b_2 \) criteria is correct if \(0 < \alpha_j < C \).

\[
b_2 = b - E_j - y^{(j)}(a_j - a_j^{(\text{old})})(x^{(i)}x^{(i)}) - y^{(i)}(a_i - a_i^{(\text{old})})(x^{(i)}x^{(j)}). \quad (17)
\]

If both \(0 < \alpha_i < \alpha_i < C\) and \(0 < \alpha_j < C\) then both of these criteria are correct and they are equal, if both new \( \alpha \) are in the scope such as \( \alpha_i - 0 \) or \( \alpha_i = C \) and \( \alpha_j - 0 \) or \( \alpha_j = C \), so all the limits between \( b_1 \) and \( b_2 \) are in accordance with KKT conditions. We give \( b = (b_1 + b_2)/2 \). This will help make the equation more complete for \( b \).

\[
b := \begin{cases} 
 b_1 & \text{if } 0 < a_i < C \\
b_2 & \text{if } 0 < a_j < C \\
 (b_1 + b_2)/2 & \text{otherwise} 
\end{cases} \quad (18)
\]

C Related research

Sainoch Sinsomboothong [15]Comparison of the efficacy in predicting diabetes outcomes is a prediction of the outcome of diabetes in a hospital. By comparing the efficiency of predicting the results of the six methods of group classification, which is the most similar method, using IBK type algorithm, decision tree method using J48 type algorithm, artificial neural network method by using a multi-layered perceptron algorithm, how to support vector machines using SVM algorithms, polynomial kernel, logistic regression methods, Two groups and methods Naïf Bay showed how neural networks are accurate. Average absolute error value and the average mean square error is 95.54%, 0.0491 and 0.0396. Therefore, the neural network method is effective in predicting the best results.

Sainoch Sinsomboothong [16] Comparison of the efficiency in predicting game addiction of children and adolescents in Bangkok with the method of classifying all 7 methods, the nearest neighbor k method is using IBK type algorithm, the decision tree method using the J48 type algorithm, artificial neural network method using multi-layer algorithms, how to support vector machines using SMO algorithms, polynomial kernel methods, rules-based methods using decision table type algorithms, binary logistic regression methods and the method of Naïf Bay. It was found that the most effective decision making method was 92.17%.

Samorn Lekkla and Jaree Thongkam [17] Forecasting foreign exchange rates using time series in this research, the four methods of group classification are linear regression (LR), Multi-Layer 9 Perceptron (MIP), Support Vector Machine Regression (SVMR) and Sequential Minimal Optimization Regression (SMOR). Better than LR, MIP, and SMOR without the MAE value and the lowest RMSE value to 1.11 - 2.10 and 1.13 - 2.14 respectively.

Pataya Boonnaksra and Jaree Thongkam [18] Comparison of the efficiency of the road accident model using time series techniques using 5 powerful techniques to create models, namely linear regression (LR), Artificial Neural Network (ANN), Support Vector Machine Regression (SVMR), Sequential Minimal Optimization Regression (SMOR) and Gaussian Process (GP). The results showed that SVM technique is effective in creating models for predicting the number of valuable road accidents. Which is the lowest error value compared to the model created from LR, ANN, SMOR and GP techniques.

Choubey, Mishra and Pandey [19] Studied the SMO model, a technique in the Support Vector Machine (SVM) technique family, to predict the amount of runoff. And rainfall which is a basin area of 39,372 square kilometers using the principle of sliding windows, each month the colors of the Narmada River, Madhya Pradesh Province.
India with information on rainfall, sediment temperature, rainfall, rainfall levels from water discharge is the parameter value is a variable for use in classification. Information used from the years 1975 -2010 with the SMOreg technique. dividing the data into two sets. Training and Testing. The teaching set is from 1975 to 2010. To measure the performance of the model, he used Mean Absolute error (MAE), Root Mean Square Error (RMSE), Relative absolute Error (RAE) and Root Relative Square Error (RRSE). Test results show that the SMOreg model has RMSE equal to 2.3731. The RAE value is 65.28% and the RRSE is 62.491% which is That compares with the actual value Will see that the difference between the predicted value and the actual value is significantly different with significance.

Harsh Valecha, Aparna Varma, Ishita Khare, Aakash Sachdeva, Mukta Goyal [20]. In the ultramodern age of technology, anticipation of market trend is very important to observe consumer behaviour in this competitive world as trends are volatile. Building on developments in machine learning and prior work in the science of behaviour prediction, we construct a model designed to predict the behaviour of Consumer. The aim of this research paper is to examine the relation between consumer behaviour parameters and willingness to buy. First we investigate to find relationship between consumer behaviour to buy products on changing parameters such as environmental factor, organizational factor, individual factor and interpersonal factor. Thus this paper proposes time-evolving random forest classifier that leverages unique feature engineering to predict the behaviour of consumer that affect the choice of purchasing the product significantly. Results of random forest classifier are more accurate than other machine learning algorithm.

K.Maheswari, P.Packia Amutha Priya [21]. Customer buying behavior is identified by people's personality and character. These personality characters vary from person to person. The character includes quality, motivation, occupation and income level, perception, psychological, personality, reference groups and demographic reasons learning, beliefs, attitude, Culture and social forces.

Nowadays, data mining normally used to investigate the customer activities on shopping by using various algorithms and methods. Data mining has gradually raised and it gains numerous industries which applies this technology. Each and every activity of a customer is stored as a byte of data in a database to collect information such as how the customer spends their valuable time, day in buying decision. Most frequent items bought and quantity of buy is also considered. These data are collected without the knowledge of the customer. In this paper, the dataset is used to analyze and categorize the customer based on their purchase behavior. The classification is performed by using SVM algorithm. The inventory data set and sales data set which is available in the internet is used in this work and the performance is evaluated by using the algorithms. The experimental results are analyzed and it shows that the proposed methodology analyze a customer behavior in a better way.

### III. Methodology

In this research, the research team has set the steps into 5 main steps, as shown in Figure 3, the process of conducting research.

![Data Collection Diagram](image)

**Fig 3.** The overview of the predicting system for the behavior.

#### A. Data Collection Steps

The researcher used information on the behavior of buying a car, Toyota brand, type of passenger car. There are 5 popular models, namely Altis, Camry, C-HR, Vios and Yaris from the Toyota Service Center. Data collection is 1,110, with 6 relevant car trading information features, including group, income, car_type, down, cash, class with meaning and possible values as shown in Table I.

<table>
<thead>
<tr>
<th>No.</th>
<th>Attribute</th>
<th>Explanation</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>group</td>
<td>There are 3 groups of customers.</td>
<td>M = meal, W = female, Trade = Merchant</td>
</tr>
<tr>
<td>2</td>
<td>income</td>
<td>income</td>
<td>25,000 &lt; 80,000, Less than 80,000, More than 80,000</td>
</tr>
<tr>
<td>3</td>
<td>car_type</td>
<td>Car_type</td>
<td>Altis, Camry, C-HR, Vios, Yaris</td>
</tr>
<tr>
<td>4</td>
<td>down</td>
<td>down</td>
<td>Yes - Reservation, No - Don't Reservation</td>
</tr>
<tr>
<td>5</td>
<td>cash</td>
<td>cash</td>
<td>Yes - Yes (cash), No - No (cash)</td>
</tr>
<tr>
<td>6</td>
<td>class</td>
<td>Decision results</td>
<td>buy - buy, don't buy - don't buy</td>
</tr>
</tbody>
</table>
B. Data Cleaning

Procedure due to the data set used in this experiment.

Originally in paper format. Therefore, data conversion must be digitized with human labor. Causing the problem of human error, therefore having to correct the data with errors to be accurate, such as converting data from Thai language to be in English eliminate various noise in the data set, such as the space between characters as shown in Table II.

<table>
<thead>
<tr>
<th>group</th>
<th>income</th>
<th>car_type</th>
<th>down</th>
<th>cash</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>25,000.80</td>
<td>Altis</td>
<td>Yes</td>
<td>No</td>
<td>Don’t buy</td>
</tr>
<tr>
<td>m</td>
<td>25,000.80</td>
<td>Altis</td>
<td>Yes</td>
<td>No</td>
<td>Don’t buy</td>
</tr>
<tr>
<td>m</td>
<td>25,000.80</td>
<td>Altis</td>
<td>Yes</td>
<td>No</td>
<td>Don’t buy</td>
</tr>
<tr>
<td>m</td>
<td>25,000.80</td>
<td>Canry</td>
<td>Yes</td>
<td>No</td>
<td>Don’t buy</td>
</tr>
<tr>
<td>m</td>
<td>25,000.80</td>
<td>CHR</td>
<td>Yes</td>
<td>No</td>
<td>Don’t buy</td>
</tr>
<tr>
<td>w</td>
<td>less than 80,000</td>
<td>Yaris</td>
<td>Yes</td>
<td>No</td>
<td>Buy</td>
</tr>
<tr>
<td>w</td>
<td>less than 80,000</td>
<td>Yaris</td>
<td>Yes</td>
<td>No</td>
<td>Buy</td>
</tr>
<tr>
<td>w</td>
<td>less than 80,000</td>
<td>Yaris</td>
<td>Yes</td>
<td>No</td>
<td>Buy</td>
</tr>
</tbody>
</table>

C. Data set

This experiment has a total of 1,110 items from a total of 2 classes. In this research, the data set will be divided into 2 sets: training set is used to create a model to find patterns of car consumer behavior. Personal and testing set for evaluation of models created by both sets of data by random method.

D. Create Model Using SMO

Information used in modeling a total of 555 items were used to create models with SMO algorithm by writing a pseudo-code as shown in Fig. 4.

Fig. 4. The pseudo-code for simplified SMO.

IV. Experiment results

From the experiment found that model for consumer behavior forecasting for personal car products with SMO. There are six attributes of relevant car trading information. The forecast answer is divided into two classes: car purchase class and not buying cars when dividing the data into the training set of 50% and using the test set 50% will use the training set 555 items and using the test set of 555 items. The prediction results are accurate to 528 items, with an average value of 95.13%, 27 false predictions, representing an average 4.86% as shown in Table 3.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Accuracy Rate</th>
<th>Error Rate</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing</td>
<td>95.13</td>
<td>0.05</td>
<td>0.22</td>
</tr>
</tbody>
</table>

TABLE IV. MATRIX OF CONFUSION FROM FORECASTING CONSUMER BEHAVIOR OF PERSONAL CAR PRODUCTS WITH SMO

<table>
<thead>
<tr>
<th>Group classification techniques</th>
<th>Real situation</th>
<th>Consumer behavior classification of personal car products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Buy</td>
<td>Don’t buy</td>
</tr>
<tr>
<td>SMO</td>
<td>528</td>
<td>27</td>
</tr>
</tbody>
</table>

From table IV, it was found that the forecast results were accurate to 528 items, accounting for 95.13%, 27 false predictions, accounting for 4.86%. This is because class – don’t buy contains only 54 items, which is considered very small. While the data purchased is as high as 1,056 items, representing the data purchased only 0.05 percent of the set data purchased. Thus resulting in a set of predictions that do not buy all errors.
V. CONCLUSIONS

In this research the researcher focused on consumer behavior of personal car products. Based on the data obtained from all 1,110 cases, the characteristics of the relevant car trading information, all 6 attributes, consisting of income customers, type of car, down/cash booking, the decision result is divided into 2 classes: car buying class and not buying 555 cars. Information that is entered into the learning process and tested by a random 50/50 method for selecting algorithms to be tested. The researcher chose to use SMO technique. The test results showed that the accuracy was 95.13%. The researcher found from this research found that the Error 4.87% accounted for 27 items from the experiment due to the data set of consumer behavior. Who decided not to buy a car there is a small amount of information that makes the pattern search. The behavior that is decided not to buy is still not performing well, resulting in the SMO classifying the wrong class. Should add information that is not buying behavior into the data group will make the data more efficiency.
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I. INTRODUCTION

In the rapidly changing world of the 21st century of Thailand gives importance to education [1] because of education is an important tool in building people building society and building a nation as the main mechanism for quality manpower development around the world, it is important and dedicated to the development of education in order to develop their human resources to be able to keep pace with changes in the country's economic and social systems creating an educational system for academic excellence.

Problems or termination of operation, graduate soon causing loss of financial and time costs for both institutions and students with the cumulative GPA used as a contributing factor in the evaluation [2] but the cumulative GPA of only one factor is not able to properly analyze the status of future students. Because there are other factors involved such as cumulative GPA of major majors etc. Which the student data in the database has a lot of storage but lacking the management of data sets complicated and the information is not clear making improvements in techniques and tools for analysis in large data sets one of the techniques is the making data mining that has received the attention of many paper [3] called educational data mining to be able to solve problems that are directly specific [4] educational data mining involves the extraction of useful things from a large educational database to evaluate the learning process of students improved. [5] student registration system information has collected data at a large database but those data have not been utilized as they should both the information is interesting and can be used to search for useful knowledge by applying student data in the past to analyze to create a prototype for forecasting or predicting future trends such as forecasting opportunities for graduation or predicting the trend of free [6] is a technique used to handle large data. [7] there are a variety of techniques including association techniques technical clustering classification and modeling for use in forecasting as an example in the paper of Gulati H [8] has predicted the termination of students by using data mining techniques Omkar and Parag’s paper [9] predicted the condition of students using data mining techniques J48, RandomForest and REPTree’s paper and the faculty [10] have applied data mining to predict the status of students using the J48 algorithm.

The organization of this paper begin with introduction, the next one is theoretical and related work. The 3rd topic is proposed methodology experimental results summary of paper results.

II. THEORETICAL AND RELATED WORK.

A. Data Mining

Data mining [11] is a process that deals with a large amount of data to find hidden patterns and relationships. In that data set data mining has been applied in many types of jobs both in the business that helps the management's decision in science and medicine including economic and social aspects.

Data mining is like an evolution to store and interpret data stored in a database that can retrieve information from information to data mining that can discover hidden knowledge in data the purpose of data mining use to find important information that is mixed with other information. In a database that is not just random called KDD (Knowledge Discovery in Database) or knowledge search there are 5 styles Namely 1) searching for relationship rules 2) classification and forecasting 3) grouping of data 4) finding abnormal values occurring 5) trend analysis.

In this paper the forecasting technique is used [12] which is an important technique of searching knowledge on a large database purpose is the creation of one feature separation model based on other features the model obtained from data classification will be able to consider classes in data that has not yet been divided into future groups.

B. Decision Tree Techniques

Decision tree [13] is a technique that results in the appearance of tree structures which when there is information that needs to be grouped will bring various features of that data compared to the path in the tree until the destination class which is the same data group the tree will consist of nodes which each node has a feature as a test tree branch shows the possible values of the selected feature and the leaf is the
bottom of the decision tree represents a group of (class) is the result of the prediction the node at the top of the tree is called root node decision trees have a measure of the ability of each group of attributes or factors, as follows:

Gini index values that indicate which features or factors should be used as a grouping feature of the J48 and CART algorithms as in Eq.1.

\[
\text{Gini}(t_i) = 1 - \sum_{i=1}^{N}[p(t_i)]^2
\]  

(1)

Entropy the estimate of data is a separate value using Identification of the ID3 algorithm

\[
\text{Entropy}(t_i) = 1 - \sum_{i=1}^{N}[p(t_i)] \log_2 p(t_i)
\]  

(2)

when \(t_i\) is features that are used to measure entropy

\(p(t_i)\) is the proportion of the number of members of the group \(i\) with the number all members of the sample group. Which each algorithm will give different results of the decision tree structure decision tree techniques used in paper have this [14].

1) DecisionStump technique is a tree-based decision that is the basis in the system one of the decisions the money will be split at the root of the foundation by identifying an attribute and value pairs.

2) Technical J48 is a technique that has been modified from C4.5. The algorithm that applies to the decision of this decision tree the growing use called depth-first strategy by which the information should therefore not be tested will be divided into a series and the test set based on the best information gain.

3) Logistic Model Trees (LMT) technique [15] is a highly effective technique for learning with instructors for normal class predictions and numerical values consists of a decision tree structure that has a regression function in the leaf section as with any general decision tree, testing one of the node-related features within this algorithm is a combination of linear logistic regression and tree induction forces decision tree with a linear regression model that leaves as follows Eq.3 - Eq.6 as follows:

\[
S = \bigcup_{t \in T} S_t \cup S_{\theta \setminus t} = \emptyset \text{ for } t \neq t'
\]  

(3)

Unlike ordinary decision trees, the leaves \(t \in T\) have an associated logistic regression function \(f_t\) instead of just a class label. The regression function \(f_t\) takes into account a subset \(V_t \subset V\) of all attributes present in the data (where we assume that nominal attributes have been binarized for the purpose of regression), and models the class membership probabilities as

\[
P(t | G = i | X = x) = \frac{e^{F_i(x)}}{\sum_{k=1}^{M} e^{F_k(x)}}
\]  

(4)

where

\[
F_j(x) = a_0^j + \sum_{k=1}^{M} a_{jk} \cdot U_k
\]  

(5)

or, equivalently

\[
F_j(x) = a_0^j + \sum_{k=1}^{M} a_{jk} \cdot U_k
\]  

(6)

if \(a_{jk} = 0\) for \(v_j \in V\). The model represented by the whole logistic model tree is then given by

\[
f(x) = \sum_{t \in T} f_t(x) \cdot I(x \in S_t)
\]  

(7)

where \(I(x \in S_t)\) is 1 if \(x \in S_t\) and 0 otherwise.

Both standalone logistic regression and ordinary decision trees are special cases of logistic model trees, the first is a logistic model tree pruned back to the root, the second a tree in which \(V_t = \emptyset\) for all \(t \in T\).

As an Fig. 1, consider a tree with a single split at the root and two successor nodes [16]. The root node \(n\) has training data \(D_n\) and one of its children \(t\) has a subset of the training data \(D_t \subset D_n\). Fitting the logistic regression models in isolation means the model \(f_n\) would be built by iteratively fitting simple regression functions to \(D_n\) and the model \(f_t\) by iteratively fitting simple regression functions to \(D_t\). In contrast, in the ‘iterative refinement’ approach, the tree is constructed as follows. We start by building a logistic model \(f_n\) at \(n\) by running LogitBoost on \(D_n\), including more and more variables in the model by adding simple regressions \(f_{n_j}\) to the \(F_n\) (the linear class function for each class \(j\) at node \(n\)). At some point, adding more variables does not increase the accuracy of the model, but splitting the instance space and refining the logistic models locally in the two subdivisions created by the split might give a better model. So we split the node \(n\) and build refined logistic models at the child nodes by proceeding with the LogitBoost algorithm on the smaller set of examples \(D_t\), adding more simple regression functions to the \(F_n\) to form the \(F_t\). These simple linear regressions are fit to the response variables of the set of training examples \(D_t\) given the (partial) logistic regression already fit at the parent node. Fig.1 illustrates this scheme for building the logistic regression models.

4) RandomForest techniques [17] is a technique of classification data without any cutting data out or called Is a
regression tree which is defined from the Bootstrap group that comes from the test set data and use random selection tree decision-making process this technique focuses on improving the efficiency of single tree classification, such as CART and C4.5, which is a method that can handle disturbing data well.

5) RandomTree [18] techniques is the drawing of the initial decision randomly generated from the set of trees defined In this tree each tree in the set of all trees is likely to be randomized random tree methods this was put to use as much about science disciplines neck computing machine learning.

6) REPTree techniques is a tree-based decision that has the speed to create tree-based models and tree regression by relying on information gain as a basis for separation and cutting branches to reduce mistakes that will occur which will be arranged to extinguish numeric values only the error value will be handled by using the method of C4.5 [19].

7) HoefdingTree Techniques [20] is a decision algorithm the decision tree increases every time that can be learned from a large data stream by assuming that the distribution creation example does not change over time HoefdingTree take advantage of the fact that small samples are often enough to choose the best separation feature.

C. Performance measurement

For the method of measuring the effectiveness of the proposed method is as follows. [21]

1) Accuracy is a measure of efficiency overall model forecasting as the Eq 8

2) The sensitivity or true-positive rate is probability or predictive ratio in the group interested as Eq. 9.

3) Specificity or true-negative rate is the probability or the correct forecast ratio in other groups as the Eq. 10.

\[
Accuracy = \frac{TP+TN}{TP+FP+FN+TN} \times 100 \quad (8)
\]

\[
Sensitivity = \frac{TP}{TP+FP} \times 100 \quad (9)
\]

\[
Specificity = \frac{TN}{TN+FN} \times 100 \quad (10)
\]

by

TP is valuable predictions for interested groups,
FP is wrong forecasting values in the interested group,
TN is accurate predictions in other groups,
FN is wrong predictions in other groups,

D. Related work

Pichai Rawengwan and Dr. Watsadisiri Saengtrakul [22] studied factors affecting the education status of students to create a model to predict the educational status of students by using the data of factors that are expected to affect the educational status of 2,272 people it was found that the factors affecting the status of the students were 9 factors used to create models to predict students’ status with the decision tree technique Bayian Beach Liv Network and Green Creation Logistics found that the accuracy of 82.85%, 78.98% and 78.50% with the decision tree technique Christie’s Grace And learning Bayan Netshot found that the model created with the decision tree method gives the best accuracy.

Pattanapong Dolrat and Jari Thongkhiam [23] Comparison of the effectiveness of models in forecasting student achievement this paper uses 6 effective techniques for modeling: C4.5, Random Forest, Random Tree, Reduced Error Pruning (REP Tree), k-Nearest Neighbors (k-NN) and Support Vector Machine (SVM). It was found that the C4.5 model had the highest predictive efficiency of 95.36%.

Security at the General Medicine Ward Palmas [24] optimization techniques to tree on a series of imbalances by means of random sampling, adding small sample groups for data on internet addiction by developing the model with the decision tree technique , J48, ID3, LMT, CART and Random Forest. Results of the forecasting efficiency of the model showed that the Random Forest technique can predict better than J48, ID3, LMT and CART with accuracy percent 87.15.

Yauvana the successor and faculty [25] she used to bring the search factor that affects the level of academic performance by reducing introduced into each variable data the water of 4,591 people at 17 attribute the results to find the most efficient model C4.5 percent 73.55 higher than the k-Nearest Neighbor and Naïve Bayes, which is 66.63 and percentage 49 Results for factors affecting the level of academic performance variables that are critical of the selected sorted by descending a grade binders in the brothers offloaded crates of old memories were all brothers and branch department

Kamal Bunker and colleagues [26] presented a model, making the grades of students using the classification of making data mining. In the study, the paperer used features consisting of each course score history of education study behavior using decision tree techniques C4.5, ID3, CART found that students with learning criteria must improve validity is equal to 0.22% of the criteria passed 0.856%

Ratchapop Klachhuen and Charan Saenrarat [27] conducted a paper to compare the efficiency of the predictive algorithm on the learning achievement of 5,100 students using 3 techniques for data classification, including J48graft, Naïve Bayes and Rule Induction compare the predictive model performance During the use of all features and the forward select feature selection, the results of the performance tests with the highest accuracy of 2 values were compared with the T-Test method it was found that the forward selection J48graft technique and all feature selection with the accuracy of 83.08% and 81.71%, both types of tests are significantly different at the level of .05

III. PROPOSED METHODOLOGY

This is paper work the paper team has set the steps into 5 main steps, as shown in Fig. 2, the process of conducting paper.

A. Step input dataset

The paper data set has been collected during the academic year 2013 - 2016. There are a total of 3,625 students who have graduated and not graduated person it features personal information on the total consists of 15 attribute as shown in Table I.
**B. Pre-processing steps**

Cleaning data to ensure the integrity of the data to ensure data integrity and quality of water data to analyze correctly a process to clean the data below.

1) If the information is missing on your part personal characteristics more than 3 characteristics, such as lack of career characteristics, father, career, mother, father's income and the mother's income will be cut off
2) Please fill in the missing word non in order to fully complete the information can be used to operate it.
3) Convert data from Thai Language to be in English
4) Eliminate various noise in the data set such as the space between characters.

When the procedure to clean the data and make the data of all 2,431 person as detailed in Table II and Table III.

**C. Training set steps**

By bringing all the data cleaning process successfully which has a total of 2,431 items, consisting of 15 personal attributes and requires the answers to be divided into two classes: graduate and non-graduate classes. After that, taking the data set into the learning process, perform data analysis based on the 10-fold cross validation method.

**D. Compare the algorithm**

This step is a comparison of all 7 algorithms from each test result the algorithm provides different accuracy values as detailed in Table IV.

---

**Table I. shows details Individual characteristics of each student**

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Personal characteristics of students</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>sex</td>
</tr>
<tr>
<td>2</td>
<td>race</td>
</tr>
<tr>
<td>3</td>
<td>nationality</td>
</tr>
<tr>
<td>4</td>
<td>Religion</td>
</tr>
<tr>
<td>5</td>
<td>Number of brothers</td>
</tr>
<tr>
<td>6</td>
<td>Number of brothers who studied</td>
</tr>
<tr>
<td>7</td>
<td>Father's career</td>
</tr>
<tr>
<td>8</td>
<td>Mother's occupation</td>
</tr>
<tr>
<td>9</td>
<td>Father's income</td>
</tr>
<tr>
<td>10</td>
<td>Mother's income</td>
</tr>
<tr>
<td>11</td>
<td>Status of parents</td>
</tr>
<tr>
<td>12</td>
<td>District</td>
</tr>
<tr>
<td>13</td>
<td>province</td>
</tr>
<tr>
<td>14</td>
<td>Graduation semester</td>
</tr>
<tr>
<td>15</td>
<td>Educational achievement</td>
</tr>
</tbody>
</table>

**Table II. shows a detailed description of Information related to the student's personal status**

<table>
<thead>
<tr>
<th>order</th>
<th>Attributes</th>
<th>explanation</th>
<th>note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sex</td>
<td>sex</td>
<td>Sex show f = male, m = female</td>
</tr>
<tr>
<td>2</td>
<td>Race</td>
<td>race</td>
<td>Show value Ethnicity</td>
</tr>
<tr>
<td>3</td>
<td>Nation</td>
<td>nationality</td>
<td>Show value Nationality fee</td>
</tr>
<tr>
<td>4</td>
<td>Rell</td>
<td>Religion</td>
<td>Show value Religious display</td>
</tr>
<tr>
<td>5</td>
<td>Num_Bro</td>
<td>Number of brothers</td>
<td>The numerical value shows the total number of brothers.</td>
</tr>
<tr>
<td>6</td>
<td>Bro_Stu</td>
<td>Number of brothers who studied</td>
<td>The numerical value shows the number of brothers who have studied.</td>
</tr>
<tr>
<td>7</td>
<td>Fa_career</td>
<td>Father's career</td>
<td>Show value Father's career</td>
</tr>
<tr>
<td>8</td>
<td>Mo_career</td>
<td>Mother's occupation</td>
<td>Show value Mother's occupation</td>
</tr>
<tr>
<td>9</td>
<td>Inc_Fa</td>
<td>Father's income</td>
<td>Show value Father's income</td>
</tr>
<tr>
<td>10</td>
<td>Inc_Mo</td>
<td>Mother's income</td>
<td>Show income mothers</td>
</tr>
<tr>
<td>11</td>
<td>Sta_par</td>
<td>Status of parents</td>
<td>The present status of the parents.</td>
</tr>
<tr>
<td>12</td>
<td>Dis</td>
<td>District</td>
<td>Show value District display fee</td>
</tr>
<tr>
<td>13</td>
<td>Pro</td>
<td>province</td>
<td>Show value Province display fee</td>
</tr>
<tr>
<td>14</td>
<td>Suc_term</td>
<td>Semester ends</td>
<td>Graduation Fee for Graduation</td>
</tr>
<tr>
<td>15</td>
<td>Class</td>
<td>Achievement results</td>
<td>Educational</td>
</tr>
</tbody>
</table>

Graduation = graduation
No = No graduate
TABLE III. EXAMPLE OF DATA SETS RELATED TO STATUS OF STUDENTS AND CONVERT THE DATA ALREADY

<table>
<thead>
<tr>
<th>Sex</th>
<th>Race</th>
<th>Nation</th>
<th>Rek</th>
<th>Num_Bro</th>
<th>Bro_Stu</th>
<th>Fa_creeer</th>
<th>Mo_creeer</th>
<th>Inc_Fa</th>
<th>Inc_Mo</th>
<th>Sta_par</th>
<th>Dis</th>
<th>Pro</th>
<th>Suc_term</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>3</td>
<td>3</td>
<td>agriculture</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherChombueng Ratchaburi</td>
<td>2</td>
<td>Gradation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>2</td>
<td>2</td>
<td>electrician</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherBangphae Ratchaburi</td>
<td>2</td>
<td>Gradation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>3</td>
<td>1</td>
<td>intive business</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherChombueng Ratchaburi</td>
<td>3</td>
<td>Gradation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>4</td>
<td>1</td>
<td>agriculture</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherChombueng Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>2</td>
<td>2</td>
<td>agriculture</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherChombueng Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>1</td>
<td>1</td>
<td>agriculture</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherBantha Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>5</td>
<td>3</td>
<td>Employment</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherPhotharam Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>1</td>
<td>1</td>
<td>Employment</td>
<td>agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>Separated Pakho Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>2</td>
<td>2</td>
<td>Agriculture</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>Divorce Chombueng Ratchaburi</td>
<td>1</td>
<td>Gradation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>2</td>
<td>2</td>
<td>Agriculture</td>
<td>Low</td>
<td>Moderate</td>
<td>'ive_togetherSuanphueng Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>3</td>
<td>1</td>
<td>Employment</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>Low</td>
<td>'ive_togetherPakho Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>3</td>
<td>1</td>
<td>Civil servant</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherSuanphueng Ratchaburi</td>
<td>2</td>
<td>Gradation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>1</td>
<td>1</td>
<td>Employment</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherSuanphueng Ratchaburi</td>
<td>1</td>
<td>Gradation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>2</td>
<td>2</td>
<td>Agriculture</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherPakho Ratchaburi</td>
<td>3</td>
<td>Gradation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>2</td>
<td>2</td>
<td>Agriculture</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherChombueng Ratchaburi</td>
<td>2</td>
<td>Gradation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>3</td>
<td>3</td>
<td>Agriculture</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherChombueng Ratchaburi</td>
<td>1</td>
<td>Gradation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>4</td>
<td>3</td>
<td>Merchant</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherPakho Ratchaburi</td>
<td>2</td>
<td>Gradation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>1</td>
<td>1</td>
<td>Agriculture</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherBanpong Ratchaburi</td>
<td>2</td>
<td>Gradation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>3</td>
<td>1</td>
<td>Agriculture</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherPakho Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>T</td>
<td>Thai</td>
<td>Buddhism</td>
<td>1</td>
<td>1</td>
<td>Agriculture</td>
<td>Agriculture</td>
<td>Moderate</td>
<td>'ive_togetherBangphae Ratchaburi</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 4 SHOWS THE COMPARISON OF THE ACCURACY OF THE ALGORITHM USED IN PAPER

<table>
<thead>
<tr>
<th>Order</th>
<th>Algorithm</th>
<th>Accuracy rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DecisionStump</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>HoeffdingTree</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>J48</td>
<td>72.94</td>
</tr>
<tr>
<td>4</td>
<td>LMT</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>RandomForest</td>
<td>67.44</td>
</tr>
<tr>
<td>6</td>
<td>RandomTree</td>
<td>62</td>
</tr>
<tr>
<td>7</td>
<td>REPTree</td>
<td>71</td>
</tr>
</tbody>
</table>

E. Procedure Testing and Evaluating

By using a total of 2,431 items consisting of 15 personal attributes and requiring the answers to be divided into 2 classes: 975 graduated classes and 1,456 non-graduating classes. Have entered the testing process the division’s learning 50% and tests 50% by way of random step test this using an algorithm LMT they can compete with ledger advances such as to make better decisions the tree while more easily interpreted if you want to take the time to create a tree structure which is mostly the cost modeling regression logistic regained the node but the structure is not complicated test to be 100%

IV. EXPERIMENTAL RESULTS

This paper study has brought the students during the academic year 2013 – 2016 of 2,431 items with features individual involved 15 attribute set to answer in the forecast into 2 classes is the class graduate and graduating class brings a simple belt with data to compare performance. 7 Technical Decision Tree technique shown accuracy in Fig. 3.

Compare the forecasting efficiency Test with algorithms

The test results showed that the DecisionStump technique Provide 100% accuracy, HoeffdingTree technique for 100% accuracy, J48 technique gives 72.94% accuracy. LMT technique gives 100% accuracy need 71%

From figure 2 shows that there are 3 ways to accuracy as well, including HoeffdingTree, the LMT and DecisionStump is 100% of RandomTree the accuracy least 62% . RandomForest the accuracy 67.44% REPTree provides 71% accuracy, J48 gives 72.94% accuracy

V. CONCLUSIONS

This paper, we focused on comparing the effectiveness of learning achievement of undergraduate students. By bringing information from the office of academic promotion and registration which is the information of students of Muban Chombueng Rajabhat University during the academic year 2013 - 2016, based on the data obtained, a total of 3,625 people were brought through the data cleaning process. Therefore, there are 2,431 remaining information and
compiling all 15 related personal attributes, including gender, race, nationality, religion, number of siblings, number of siblings, education, career, father, occupation, mother, income, father, income, mother, status, parents Graduation semester And educational achievement Has determined that the answers in the forecast are divided into 2 classes, which are 975 graduated classes and 1,456 non-graduated classes that have passed the paper process. Perform data analysis on the basis of the 10-Fold cross validation method. Bring the information into the learning process and test by the random method 50/50. Compare the forecasting efficiency. Test with algorithms The test results showed that the DecisionStump technique Provides 100% accuracy. Hoefding Tree technique For 100% accuracy, J48 technique provides 72.94% accuracy. LMT technique provides 100% accuracy. RandomForest technique provides 67.44% accuracy. RandomTree technique gives 62% accuracy and REP Tree technique provides accuracy. Need 71%

As for testing, the paper team selected an algorithm to test the Logistic Model Trees (LMT) technique. The reason that the paper team chose LMT is because LMT technique is a highly effective technique for learning with Instructor For normal class predictions and numerical values Consists of a decision tree structure that has a regression function in the leaf section As with any general decision tree, testing one of the node-related features within this algorithm Is a combination of linear logistic regression and tree induction forces From the test results, LMT technique provides 100% accuracy.
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Prediction Model for Amphetamine Behaviors Based on Bayes Network Classifier

1,2Kumnung Vongprechakorn, 3Narumol Chumuang, 4Adil Farooq

1 Dep. of Industrial Technology Management Program, 1,3Faculty of Industrial Technology
1,3Muban Chom Bueng Rajabhat University, Ratchaburi, Thailand.
2 Suan Phueng Police Station, Suan Phueng District, Ratchaburi, Thailand
4 The BioRobotics Institute, Sant’Anna school of advanced studies, Italy

1,2kumnung_vong@hotmail.com, 3Lecho20@hotmail.com, 4adil.farooq@santanapisa.it

Abstract— This paper focus to present a prediction model for drug addiction of the accused in type I drug abuse case as amphetamine. Case studies in the Suan Phueng Police Station area Ratchaburi province. The data set that used for modeling is obtained from the collection from Suan Phueng Police Station from 2016 - 2018. The data set 1,598 items consist of gender, age, number of offenses, education status, nationality, occupation, and non-drug abuse. For our contribute a prediction model into two classes as “take” and “untake” by using data mining techniques namely Bayes Network classifier. In our experimental, a group of bayes is used to comparison such as Bayes Network, Naive Bayes and Naive Bayes Updateable. The results displayed the Bayes Network classifier shown the highest accuracy rate, Naive Bayes and Naive Bayes Updateable with 81.53, 80.85 and 80.85 respectively.

Keywords—Prediction model, Amphetamine, Behaviors, Bayes Network Classifier

I. INTRODUCTION

Drug problems are a global problem [1]-[3]. The drug situation began to intensify and has a tendency to increase significantly that the drug problem continues to intensify continuously which the statistics of the arrest are constantly increasing [1]. In considering drugs to society the concealment of drugs in the human body should be investigated strictly [2] while the current automatic detection method is missing and the examination rate with the human’s eye is low efficiency [3]. Therefore, the introduction a new method using separation of fractional surface properties, direction and vector machine support. (SVM) to identify x-rays images [4]-[5]. Many people think that drug addiction reliance and patience is the same. In fact, each word means something very different about how the drug affects the body and the brain of a person learning the difference is important together [6]. During that time, increasing economic and social development also causes The expansion of drug problems as well both in terms of population and drug use [7], there are new methods of drug addiction, including hemp amphetamine and volatile substances [8]. The social situation family and challenging academic often during this time, children will experience various substances such as smoking and alcohol for the first time when they enter high school, teenagers may encounter drug availability [9]. Drug use of older adolescents and social activities that use drugs taking a level of risk It's normal for teenage development. Desire to try new things and having more freedom is good for health but may also increase teenagers' tendency to try different drugs of the brain that controls the decision and the decision was not fully developed until people were in the early or mid 20 s [2], [4]. This limits the ability of adolescents to accurately assess the risk of trial drug use and making young people vulnerable to pressure from friends [10]. There are possible methods to prevent the broad use of substances, both theoretical and practical. The effectiveness of these methods, mainly in reducing the use of substances unknown because the research evidence does not exist or is inconclusive in some methods, because the research evidence does not exist or is inconclusive. We have no evidence effectiveness, including many popular control strategies, such as the policy of not accepting security measures such as searching for lockers and the presence of police in schools pulling advancement in toxicology, molecular biology, genetics and clinical medicine such as parents' efforts to protect their children through the use of test kits at home. Increased to detect drug use or vaccination for high-risk children. More research is needed on prevention activities than has been studied today [11].

Fig. 1. Show event of a crime caused by amphetamines.

This paper interested for finding a solution to the problem by using amount of data set 1,598 cases of drug addicts from 2016 - 2018 of Suan Phueng Police Station to study predicting model by using data mining techniques. In the classification of information in order to increase the accuracy of data classification to be as accurate as possible. Therefore, it is necessary to
choose the technique of data classification that is appropriate for the data and obtain the accuracy at the acceptable level with the use of narcotics characteristics or drug abuse effects of drug users received from the arrest results in terms of sex, age, number of times, other offenses and drug addiction cases occupational status of drug users. For substance abusers, those who encounter substance abuse. This research presents three techniques for data classification, which are data classification techniques by Bayes Network classifier, Naive Bayes classifier and Naive Bayes Updateable for analysis of values prediction model accuracy and apply techniques that gives the most accuracy to be used as a model in developing the forecasting system for further career guidance.

The paper is organized further in five sections. Section II explains the related theories. Section III presents the implementation. Our experimental and results are discussed in section IV, conclusion and reference are discussed in section V and VI.

II. RELATED THEORIES

A. Bayes Network Classifier

Classification is a basic task in analyzing data and recognizing patterns that need to create a classifier. Function defined class label to the instance described by the data set of attributes induction of the classifier from the dataset of a pre-classified instance is an important issue in the process machine learning [12]. One of the most effective classifiers in the sense that the predictive efficiency competes with the modern classifier is the so-called Bayes Network classifier as described, for example [13], [14]. This classifier learns from data on the conditional probability practice of each attribute, A, received a class label C classification is done using Bay rules. To calculate the probability of C that defines a specific example of A1, … , An and predict the class with the highest probability. This calculation is possible by creating strong independence. Hypothesis: all features, A, is conditional independence by determining the value of the class C [15].

B. Learning Bayes Networks

Considering the limited set U = {X1, … , Xn} of discrete random variables at each variable Xj of discrete random variables in which each variable may use values from the finite sets expressed by val Xj [16]. We use capital letters like this, such as X, Y, Z for variable names and lowercase letters such as x, y, z to show only the values taken by those variables. The set of variables is represented by capital letters such as X, Y, Z and assignments to variables in these sets are represented by lowercase letters in bold type. x, y, z, we use val (X) clearly. Finally, give P is a joint probability distribution of variables in U and let X, Y, Z is a subset of U. We say X and Y conditionally independent Z if for x all \( \in \text{Val}(X) \), y \( \in \text{Val}(Y) \), z \( \in \text{Val}(Z) \), \( P(x | z, y) = P(x | z) \) whenever \( P(y, z) > 0 \).

Bay network is an annotated graph that encodes the probability of distribution across a set of random variables. U official Bayesian network for U is a pair \( B = < G, \Theta > \). The first element is G, is an acoustic graph directed which has vertices corresponding to the random variable X1, … , Xn and at the edges showing direct dependency between graph variables G independent hypothesis coding: Each variable Xi is independent from the non-discriminatory person of his parents in grams, the second element of pair is \( \Theta \) refers to a set of parameters that determines the network volume. It has parameters \( \theta_{u_i} | I_{da} = PB (x_i | I_{da}) \). For each possible value Xi of Xn and Ida of Ixi by Ixu referring to the guardian group of Xi in G. A network Bayesian B determine a unique connection, more probability distribution U determined by

\[
P_B(X_1, ..., X_n) = \prod_{i=1}^{n} P_B(X_i | \Pi_{x_i}) = \prod_{i=1}^{n} \theta_{x_i} | \Pi_{x_i} \quad (1)
\]

We know that we may associate with the concept of minimization and definition of Bayesian Network operated by Pearl (1988) But this link is not related to the content in this paper.

give B = hG; ℓ i is a Bay network and provides D = ful; :::; uNg is a training set where each UI will assign values to all variables in U rating function MDL of the network B receive training data sets D written by MDL (BjD)

\[
\text{MDL} (B | D) = \frac{1}{2} \log | B | - \text{LL}(B | D) \quad (2)
\]

by jBj is the number of parameters in the network. The first term represents the length of the network description. B in it, it counts the bits needed to encrypt a specific network. B by \( l = 2 \in \log N B \) its are used for each parameter in ℓ. The second phase is the denial of the probability of the record of B giving D:

\[
\text{LL}(B | D) = \sum_{i=1}^{N} \log (P_B (u_i)) , \quad (3)
\]

Which measures how many bits are needed in the explanation, depending on the probability distribution PB. Record opportunities also have statistical interpretations.: the higher the likelihood of saving information, the closer B is the modeling of probability distributions in data D give \( ^*PD (\epsilon) \) is an empirical distribution determined by the frequency of events in D that is to say \( ^*PD (A) = 1 \) to messages yet \( P_j IA (u_j) \) for each event A \( \mu \) Val (U) by IA (u) = 1 if you \( 2A \) and IA (u) = 0 if u 62 A. Using the Eq. 1 with the opportunity to record and change the order of the totals, the well known degradation of the probability is recorded according to the structure of B:
\[ LL(B|D) = N \sum_{i=1}^{N} \sum_{x_i \in \Sigma \cap \Xi} \tilde{P}_D(x_i|\Pi_x) \log(\theta x_i|\Pi_x) \]  

(4)

It's easy to show when this expression is maximize
\[ ed. \theta x_i|\Pi_x = \tilde{P}_D(x_i|\Pi_x). \]  

(5)

C. Bayes Network as Classifiers

When using the methods described, we can make the network Bayesian B that encrypts the distribution \( P_B(A_1, \ldots, A_m, C) \) from the set of training set. Then we can use the results model to make the set of attributes \( a_1, \ldots, a_n \). Classifier according to B return label \( c \) that increases the probability of the back \( P_B(\{a_1, \ldots, a_n\}) \) as much as possible please note that by stimulating the classifier in this manner, we are talking about the main concerns expressed in the introduction. Removing the bias presented by the independent assumptions embedded in the naive Bayes classifier. This method is justified by the exactness of the Bayesian learning process with large data sets, learned networks are closely assessed for the domain controller probability distribution. Assume that the instance is sampled independently from the static distribution. Although this argument gives us a theoretical basis in practice, we may find cases in which the learning process returns networks with scores. MDL quite good, which does not work as well as classifier.

In order to understand, the possible differences between good predictive accuracy and MDL. At a good score, we have to check the score. MDL again remember that the word "opportunity" is recorded in Eq. 2 is a measure of the quality of learning models and \( D = \{a_1, \ldots, a_n\} \) show that training sets in each classification mission \( U_i \) are tuple of styles \( a_1', \ldots, a_n' \), \( a_1', \ldots, a_n' \) \( c > I \) say that assigning values to attributes \( A_1, \ldots, A_m \) and class variables \( C \) can write the probability log function as Eq. 3.

\[ LL(B|D) = \sum_{i=1}^{N} \log P_B(c'|a_1', \ldots, a_n') \sum_{i=1}^{N} \log P_B(a_1', \ldots, a_n') \]  

(6)

D. Related work

S. Srirayaya and S. Somsomboonthong [17] proposed a comparison of efficacy of classification methods for chronic kidney disease. The case study of a hospital in India by choosing the method that is most similar how the tree decides artificial neural network methods supporting vector machines, methods, rules, logistic regression methods and the method of Naïve Bay to measure group classification efficiency by using chronic kidney disease data from apollo hospital, India by dividing the data into a set of model creation and the test set of models in ratio 70 and 30 respectively by comparing the efficiency of the method of classification of chronic kidney disease patients by comparing the accuracy and mean square error. The group classification method that has the most effective classification is how the tree decides which gives the accuracy value is 100% and the average square error is 0.0059.

D. Chakraborty et al. [19] developed a model for predicting the repeated treatment of schizophrenia patients using data mining techniques. From the database of Phra Si Mahapho Hospital Ubon Ratchathani Province, year 2007 - 2012 amount of 2,831 record by dividing the data into two classes as: class 0 is a group of patients who come to receive repeated treatment in 1 - 28 days, while class 1 is a group of patients who come to receive repeated treatment from 29 - 90 days. This model can help the doctor's treatment plan. The results showed that the data had outliers and there is an imbalance of classes in the data, with a number of classes more than another class. They solved the problem by screening out abnormal values by SVM and adjust the balance of the data by synthetic minority over-sampling technique (SMOTE) and developed the models with C4.5, Naïve Bayes and PART decision list. In addition, they also used 10-fold cross validation in dividing data into teaching data sets and test data sets and used the accuracy, sensitivity, and specificity to show the model's forecasting performance as well. The results of the forecasting efficiency of the model showed that the PART decision list can predict better than C4.5 and Naïve Bayes which has accuracy rate 92.98% Sensitivity rate 92.95% and specificity rate 93.02% respectively.

S. Somsomboonthong [20] presented a prediction model of game addiction among children and adolescents in Bangkok. The data obtained from the study are also collected. Questionnaire for addiction to games of children and teens which consists of questions about gender, age, education level income per month using social media average duration per game played during Monday - Friday. The average duration per game played during Saturday - Sunday / holiday parental opinions about the addiction of the game to children obsession in the game loss of responsibility, loss in self-control, mood, behavior and time and game addiction from January to April 2017 in Lat Krabang, Min Buri and Bang Khen districts, 500 sets person total 1,500 sets collected additional 20%, equivalent to 300 sets, a total of 1,800 sets of comparison criteria, considering the accuracy Found that the percentage accuracy rate show 87.83%.

D. Vigneswari, et al. [22] focus to comparison of the effectiveness of predicting diabetes results using Naïve Bay method is an algorithm that uses the principles of probability in screening each class. There are two classes. The results of the data analysis are evaluated to compare the effectiveness of predicting the diabetic results of the physical examination using the 6 methods of classification. By using the data from the analysis to compare which methods to classify data groups, which methods the most accuracy. The average absolute error and the mean square error with
the least value gave the best result in predicting the best results. The average square error is a good evaluation gauge. Due to the average power error value, consisting of both variance and bias, the average absolute error value found that the accuracy 91.06%.

III. IMPLEMENTATION

For the research on predictive behavior model of amphetamines based on Bayes Network Classifier, can be described as an overview as shown in Fig. 2.

Fig. 2 shows an overview of the work system.

A. Data Collection

The first step of our work begin with data collection. This step is an important process for collecting the data set. The data set used for this work are about offenders arrested at Suan Phueng police station from 2016 - 2018. Our data set consist of eight attributes such as, gender, age, number of offenses, status, education, nationality, occupation, and class, which has 2 statuses, namely “take” and “untake”. The amount of 1,598 items by collecting data from the offender's log file which has details as shown in Table I.

<table>
<thead>
<tr>
<th>no</th>
<th>attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>sex</td>
<td>Man, Woman</td>
</tr>
<tr>
<td>2.</td>
<td>age</td>
<td>The unit is the year starting from the age of 13 years - 78 years</td>
</tr>
<tr>
<td>3.</td>
<td>case</td>
<td>Number of offenses From 1 - 8 times</td>
</tr>
<tr>
<td>4.</td>
<td>education</td>
<td>Bachelor Degrees, HighVocCert, M1, M2, M3 M4, M5, M6, M5_degree, Not_studying, P1, P2, P3, P4, P5, P6, P7, Studying_M2, Studying_M3, Studying_M3, VocCert</td>
</tr>
<tr>
<td>5.</td>
<td>status</td>
<td>Divorce, Husband_died, Married, Single, Wife_died</td>
</tr>
<tr>
<td>6.</td>
<td>nationality</td>
<td>Cambodia, India, Karen, Laos, Mon, Myanmar No_nationality, Thai</td>
</tr>
<tr>
<td>7.</td>
<td>career</td>
<td>Student, animals_farm, animals_farm, animals_farm, animals_farm, animals_farm, employee, Escape_workers Headman, Lawyer, Merchant, No_career, nurse, official, Pensioner, Pensioner, plant_farming, private_business Soldier, Student, teacher</td>
</tr>
<tr>
<td>8.</td>
<td>class</td>
<td>Take, untake</td>
</tr>
</tbody>
</table>

B. Data Cleaning

Data cleaning is the process of updating information and correct the list of incorrect information which is the cornerstone of the database because it means imperfection, inaccuracy not related to other information, etc. Most therefore replace the update or removing these inaccurate data to ensure data quality, data cleaning happened because there is a lack of data canal which may be caused by an error of data recording, data transmission, or the definition of data stored differently. Therefore, has a high chance of being born "unclean information" in which information is used for decision making accuracy of the data is therefore important to avoid false conclusions. For example, redundant or missing information can result in incorrect or misleading statistics due to the large amount of data. The amount of information that is inconsistent is therefore very much as well. Cleaning is therefore the most important aspect of the data analysis process.

C. Classification

Classification at this stage, the researchers use. Bayes Network classifier for creating a model for predicting the behavior of users and non-users by using the data of 1,598 items offenders who were arrested in Suan Phueng Police Station, dividing the data into 10 sets and calculating the error value of 10 cycles. Selected out as test data and another 9 sets of data will be used as learning data as in Fig 3.

D. Model Performance Evaluation

Model performance evaluation by evaluating the accuracy of predictions for percentage accuracy TP Rate, FP Rate, Precision, Recall and F-Measure. The sample of results of our model for predicting the person who has the amphetamines behaviors show in TABLE II. In this step, we used 10-folds cross validation to do the performance which we show the results of step of cross validation in next section. That are the reason of why we used 10-folds cross validation for this work. Moreover, we show the line graph of the results cross validation to easy for understanding.
<table>
<thead>
<tr>
<th>sex</th>
<th>age</th>
<th>occupation</th>
<th>status</th>
<th>nationality</th>
<th>career</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>man</td>
<td>18</td>
<td>P6</td>
<td>single</td>
<td>thai</td>
<td>employee</td>
</tr>
<tr>
<td>2.</td>
<td>man</td>
<td>29</td>
<td>M3</td>
<td>single</td>
<td>thai</td>
<td>employee</td>
</tr>
<tr>
<td>3.</td>
<td>man</td>
<td>30</td>
<td>M3</td>
<td>married</td>
<td>thai</td>
<td>employee</td>
</tr>
<tr>
<td>4.</td>
<td>man</td>
<td>46</td>
<td>P6</td>
<td>single</td>
<td>thai</td>
<td>employee</td>
</tr>
<tr>
<td>5.</td>
<td>man</td>
<td>48</td>
<td>M3</td>
<td>divorce</td>
<td>thai</td>
<td>employee</td>
</tr>
<tr>
<td>6.</td>
<td>man</td>
<td>15</td>
<td>P6</td>
<td>single</td>
<td>karen</td>
<td>employee</td>
</tr>
<tr>
<td>7.</td>
<td>man</td>
<td>38</td>
<td>P6</td>
<td>married</td>
<td>thai</td>
<td>employee</td>
</tr>
<tr>
<td>8.</td>
<td>man</td>
<td>13</td>
<td>P6</td>
<td>single</td>
<td>karen</td>
<td>employee</td>
</tr>
</tbody>
</table>

### IV. EXPERIMENTAL AND RESULTS

In this experiment, we designed the experiment by using classifier in the Bayes group. The results showed that method Bayes Network classifier get the highest precision 81.53. Followed by Naive Bayes classifier get accuracy 80.85% and Naive Bayes Updateable get accuracy 80.85% as shown in Table III.

| TABLE III. ACURACY VALUES WHEN ANALYZING 10 – 100 FOLDS |
|-------------|-------------------|
| Fold | Accuracy rate |
| 10 | 81.53 |
| 20 | 81.41 |
| 30 | 81.42 |
| 40 | 81.35 |
| 50 | 81.28 |
| 60 | 81.28 |
| 70 | 81.41 |
| 80 | 81.35 |
| 90 | 81.35 |

From Table III, the accuracy when analyzing 10 – 100 folds cross validation. The best performance for our predicting model found that 10 folds cross validates show the highest accuracy with 81.53 that illustrate as Fig. 4.

From Table IV, precision when analyzed as well Bayes Network Classifier, Naive Bayes Classifier, Bayes Naive Bayes Updateable 10 Fold style. Found that Bayes Network classifier with the highest accuracy, with a value of 81.53, followed by Naive Bayes classifier and Naive Bayes Updateable Which has the same accuracy of 80.55 as the graph 2.

### TABLE IV. ACCURACY RATE WITH 10 FOLDS CROSS VALIDATION

<table>
<thead>
<tr>
<th>NO.</th>
<th>Methods</th>
<th>Accuracy rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Bayes Network Classifier</td>
<td>81.53</td>
</tr>
<tr>
<td>2.</td>
<td>Naive Bayes Classifier</td>
<td>80.85</td>
</tr>
<tr>
<td>3.</td>
<td>Naive Bayes Updateable</td>
<td>80.85</td>
</tr>
</tbody>
</table>

From Table V, the results for testing model with Bayes Network classifier 10 folds when considered F-Measure. It was found that the take class or the addicts had the value 0.574, while the untake class or the addicts were 0.882.

### V. CONCLUSION

This paper proposed a prediction model for amphetamine behaviors based on a group of Bayes. From the experimental results The model for the behavior of amphetamine users on the basis of Bayes Network Classifier collected data about the perpetrators arrested at Suan Phueng Police Station since the year 2016 – 2018 to consist of 8 attributes Which are sex, age, number of offenses, status, education, nationality, occupation, and class, which have two classes, which are “take” and “untake”, amount of 1,598 items. The collecting data from the offender log files clean the data by updating the data and correcting the incorrect data list. We divided the data set into 10 equal sets and calculate 10 error values. Each calculation cycle, one set of 10 data sets will be selected as test data and the other 9 sets will be used as data for learning how to find Bayes Network classifier. The highest accuracy is 81.53%, followed by the Naive Bayes classifier and Naive Bayes Updateable, which has the same accuracy of 80.55%. The prediction results are known of the behavior of users and ways to precisely prevent and suppress the addicts. The experiment to assess the risks of adolescents in the use of drugs and make young people

<table>
<thead>
<tr>
<th>TABLE V. MODEL TEST RESULTS WITH TECHNIQUES BAYES NETWORK CLASSIFIER 10 FOLDS</th>
<th>Folds Style</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP Rate</td>
<td>FP Rate</td>
</tr>
<tr>
<td>0.582</td>
<td>0.093</td>
</tr>
<tr>
<td>0.907</td>
<td>0.478</td>
</tr>
<tr>
<td>0.815</td>
<td>0.386</td>
</tr>
</tbody>
</table>

Fig. 5. Show the accuracy rate between a group of Bayes with 10 – folds cross validation.
continue to press pressure from their friends correctly. parents' efforts to protect their children through the use of additional home test kits to detect drug use or vaccination for high-risk children.
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Abstract— The purpose of this research was to create a model for beef marbling score in Kamphaeng Saen beef breed using data mining techniques. The data of the fattening cattle were transformed from Kamphaeng Saen Beef Co-operative Co., Ltd. during 2015-2019. For 5 years, 1,568 head, including the fattening period (month), the age of the cattle from the shedding and wear of the teeth The weight is alive when slaughter, the carcass weight into a fresh, carcass weight, cool carcass percentage and the marbling score in the meat. To create a forecast model by using data classification techniques with Decision Tree method with C4.5 algorithm, then test the predictive model with percentage split method by dividing the data into training set 30% and test set 70%. It is found that the accuracy is 57.1949% both because there are many factors related to the formation of fat in the muscles such as varieties, age, sex and feed, especially feed is the main factor affecting the accumulation of fat in the muscles. The growth of fat that is controlled by Stearoyl-CoA desaturase (SCD) shows that the prediction of the marbling score in fattening cow muscle with data mining techniques can be used as a means of forecasting without having to wait. The cattle were finished and assessed from the remains of the cattle.

Keywords— Predict, Marbling Score, Kamphaeng Saen Beef Breed, Data Mining

I. INTRODUCTION

marbling score in the muscles (intramuscular fat) is the type of fat that is inserted in the muscle band clearly visible to the naked eye. Is a small line spread inside the muscles is a marble-like pattern called marbling. The amount of marbling score in this muscle bundle makes the meat softer. Helps to lubricate while chewing and swallowing the meat stimulates saliva secretion. Thus causing the feeling of being wet in the mouth. Therefore, the marbling score will result in the meat being wet and soft. At present, consumers have selected beef that has highly marbling score to achieve satisfaction in consumption. The level of marbling score in the cow's muscles is therefore necessary and important for consumers' purchasing decisions. The quality assessment of beef is used to evaluate the fat layer inserted in the muscle. With reports that affect taste [1] and acceptance from meat consumers [2] and the market that buys live cattle for privatization will determine the purchase price of fattening cattle The higher the fat level, the higher the price of the cattle that will be purchased.

Kamphaeng Saen Beef Cattle breed is a cow with 25% native blood, 25% Brahman, and 50% Charolais with characteristics and qualifications that meet the standards of excellence of Kamphaeng Saen cattle breed, which the Kamphaengsaen beef cattle association set up. Kamphaeng Saen beef cattle is a result of 35 years of continuous research and development from Kasetsart University. Kamphaeng Saen Campus in collaboration with the Kamphaengsaen Beef Cattle Association. Until being acknowledged as 1 in 5 of the research and development results of Kasetsart University that farmers are most respected. At present, it is estimated that there are at least four hundred thousand Kamphaeng Saen beef cattle in the country. The main guideline for improving and developing beef cattle according to international principles. There are 2 approaches: selection and breeding plan. The selection of breeder cows with excellent characteristics gives the child a good appearance. Because of the important economic characteristics in beef cattle can be transmitted to the offspring. Therefore collected data of cattle breeder, Kamphaeng Saen breed, growth rate, food consumption, including beef quality. In order to use the information obtained to analyze the relationship for the knowledge that has been disseminated to promote and encourage farmers to use as the criteria for choosing to use cattle breeders to improve the production efficiency of the farm [3]
The beef marbling score levels is based on the expert's visual assessment of the specimens [4] and has developed image processing techniques to help save time. However, this method has not yet been found. Predict the amount of beef marbling score in advance, which has not yet fattened the cows and evaluated from the carcasses.

This research The researcher focused on the development of a prediction model for marbling scores in Kamphaeng Saen beef breed with data mining techniques. And if the relationship of the cattle breeders and the economic characteristics of the calves.

II. LITERATURE REVIEW

A. Marbling

The marbling scores means the fat that is inserted in the muscle bundle, visible with the naked eye clearly. The fat that is inserted in the muscle bundle indicates the texture of the meat. Which fats will help stimulate saliva secretion, resulting in a feeling of wetness in the mouth [6].

The amount of marbling scores in the muscles, more or less depends on the genetic influence of the animal. And it is well known that Japanese Black cows are more capable of accumulating fat in the muscles than other breeds [6] and tropical cows have less fat deposits than that of the European Cattle. Charolais beef cattle have higher fat content in muscle than American Brahman beef cattle. Though raised and fed as well. [7] Angus beef cows have a higher fat content in the muscle than the American Brahman. Under raising with the same food.In addition, the age of mature cows will allow the cows to accumulate more fat. When fully grown, the fat can be inserted into the meat up to 40 times after birth. [8]

Beef marbling score level in cow muscle evaluated from the area of the tenderloin (Longissimus dorsi muscle) between the ribs 12 and 13, with the level of beef marbling score according to different associations or countries with the minimum beef marbling score, level 12 is the level with the most beef marbling score. In the United States of America, used at 6 levels. In Thailand, the standard beef marbling score is used at 5 levels, showing the sample image of each marbling score (Fig. 3.).

B. C4.5 Decision Tree

Decision Tree is a process of data mining that uses tree structures to help decide various aspects of work. Whether in business or other aspects Usually consists of rules in the form "If the condition is the result" such as "If Income = High and Married = No THEN Risk = Poor." The first node is the root of the tree. Each node represents an attribute. Each branch shows the result of the test and the leaf node displays the class as shown in Fig. 4.

C4 .5 Algorithm developed by Ross Quinlan [10] developed from ID3 algorithm [11] which is an algorithm used to create decision trees. By applying the principles of news theory The measured values will be used to decide which variables to use in dividing the data. The method of determining the structure of the decision tree will select the data according to the order of the indicators or the highest gain as the initial data. And the next data that has a descending order, respectively. For example, considering the two classes of data is P and N, where the number of samples in class P is p, and the number of samples in class N is n. Specifying that the sample must use the number of bits to separate class P and N by definition according to equation 1

![Fig. 2. Beef Marbling]([5])

![Fig. 3. Thai beef marbling score 5 levels standard]([4])

![Fig. 4. Decision tree generated by C4.5]([9])
The estimate of the data (Entropy) is the value that is separated by the use of the characteristic A, which defines A is the routine that divides S into \{S₁, S₂, ..., Sᵥ\}. Class N, number n₁, as equation 2

\[ I(p,n) = \frac{n}{p} \log_2 \left( \frac{p}{n} \right) - \frac{n}{p} \log_2 \left( \frac{n}{p} \right) \]  

(1)

The estimate of the data (Entropy) is the value that is separated by the use of the characteristic A, which defines A is the routine that divides S into \{S₁, S₂, ..., Sᵥ\}. Class N, number n₁, as equation 2

\[ E(A) = \sum_{i=1}^{v} \frac{p_i}{p} I(p_i,n_i) \]  

(2)

Therefore, the data gain (data gain) obtained from the separation of data with the characteristic A will be as follows.

\[ \text{Gain}(A) = I(p,n) - E(A) \]  

(3)

C₄.₅ Algorithm will have additional parts from the important ID3 algorithm as follows:

1. Can use both data with continuous and non-continuous (Discrete) features. In the continuous data section, algorithm C₄.₅ will create a threshold and separate that feature. Into 2 parts, which are more and less valuable And equal to the value used to create the starting point

2. Can be used with training data that does not have a feature value Which will mark that feature as "?" And do not use that value to calculate the data predictions (Entropy)

3. Can be used with values that are abnormal or damaged.

4. able to customize the tree to make decisions (Pruning Trees) while creating

C. literature review

The beef marbling score is evaluated from the area of the tenderloin. (Longissimus dorsi muscle) between the ribs 12 and 13, the national agricultural and food products standards. Determine the amount beef marbling score in the muscle into 5 levels. The beef marbling score level rating is based on the expert eye assessment from the sample image of each level of the marbling score. [4]

Forecasting the level of fat in the beef by the amount of fat in the skin (subcutaneous (s.c.) adipose tissue lipids) in 79 male Angus cows found that the level of fat in the beef was not related to the level of fat in the meat. [12]

There is research that uses image processing techniques to increase the efficiency of lipid evaluations, helping to save more time. [5] There is also a study using Visible infrared (VIS) to assess fat from the surface. Touch the top of the cow's meat [5]

Application of decision tree to determine fat level in beef according to 12 Japanese benchmarks using hyperspectral imaging, it was found at 440 nm. wavelength has an accuracy of 99.92%, which is an efficient and fast technique. [13]

The study of the method of estimating fat level in marbling cows using dynamic ultrasound live cow photos. It consists of four processes, namely surface analysis, time series, dynamic property extraction, principal component analysis and estimation of fat levels in cattle by artificial neural network technique. Found to be highly accurate. The correlation coefficient between actual fat level and fat level is evaluated by using the dynamic image feature by the one-off method, \( r = 0.75 \) (\( P <; 0.01 \)) and the average estimation error is 1.09. These results suggest that the dynamic image properties extracted from the dynamic ultrasound image have the potential to accurately estimate fat levels inserted in the beef. [14]

The study of methods for estimating the level of fat in meat by determining the relationship between the impedance of the bio-dielectric properties of the sirloin, the amount of raw fat in the boliolose and the inserted fat level in beef. The results show that the relationship \( (r = 0.61, \text{RSME} = \pm 20.6, P <; 0.01) \) shows that the analysis of biological resistance has a potential impact on BMS evaluation which is useful for the beef production management industry. [15]

From this method, there has not been a way to predict the level of fat in the cattle in advance without having to fatten the cows and assess the carcass.

III. METHODOLOGY

The research process consists of 4 steps as follows

![Flow Chart and Proposed Set-Up.](image)

A. Data collection

The data of the fattening cattle that were transformed from the Kamphaeng Saen Beef Co-operative Co., Ltd. during the year 2015-2019 for 5 years, totaling 2,089 characters, including the fattening period (month), the age of the cattle from the shedding and wear of the teeth. The weight is alive when slaughter weight, fresh, carcass weight cool carcass percentage and the marbling score in the meat.
B. Data Cleaning
Make the information accurate; delete or repair missing data and correct the information with errors.

C. Data Transformation
Normalization by Max-Min normalization method of aging, live carcass weight, carcass weight

<table>
<thead>
<tr>
<th>age</th>
<th>live carcass weight</th>
<th>age</th>
<th>live carcass weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>498</td>
<td>0.27</td>
<td>0.32</td>
</tr>
<tr>
<td>7</td>
<td>550</td>
<td>0.19</td>
<td>0.42</td>
</tr>
<tr>
<td>12</td>
<td>612</td>
<td>0.38</td>
<td>0.54</td>
</tr>
</tbody>
</table>

D. Create a forecast model
Create a forecast model using Decision Tree C4.5. The method of randomly dividing data with percentage split is to divide the learning set data and test sets by random methods. By specifying the size of the test set data as a percentage, for example, if dividing the data into 70.00%, it means choosing a random data out of 70 sets for teaching. And using the remaining 30 sets of data in the test. For this research, the researcher determined the size of the test set data to 30.00 percent.

E. Performance measurement
Evaluate the accuracy of predictions by using percentage accuracy (Accuracy Rate) and the root mean squared error (RMSE). If the closer to 0 means will be more accurate

Accuracy Rate = \( \frac{TP + TN}{TP + TN + FP + FN} \) (4)

by
1. True Positive (TP) is the amount of data that is predicted to be a class that is currently interested.
2. True Negative (TN) is the amount of data that is predicted to be a class that is not interested.
3. The False Positive (FP) is the amount of data that is predicted to be a class that is currently interested.
4. False Negative (FN) is the amount of information that is wrongly predicted as a class that is not interested.

IV. Experiment Result and Discussion
The results showed that when dividing the data into 30% training set and 70% testing set for the highest accuracy rate with accuracy rate 57.1949% and Root Mean Square Error; RMSE = 0.3423 as Table 3 and Fig.7.

<table>
<thead>
<tr>
<th>Percentage Split</th>
<th>Accuracy Rate</th>
<th>Root Mean Square Error; RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>55.7052</td>
<td>0.3614</td>
</tr>
<tr>
<td>20</td>
<td>54.0670</td>
<td>0.3682</td>
</tr>
<tr>
<td>30</td>
<td>57.1949</td>
<td>0.3423</td>
</tr>
<tr>
<td>40</td>
<td>52.3911</td>
<td>0.3670</td>
</tr>
<tr>
<td>50</td>
<td>51.4031</td>
<td>0.3799</td>
</tr>
<tr>
<td>60</td>
<td>51.8341</td>
<td>0.3690</td>
</tr>
<tr>
<td>70</td>
<td>53.6170</td>
<td>0.3577</td>
</tr>
</tbody>
</table>

Fig. 7. Accuracy Rate

Forecasting by using data classification techniques with Decision Tree method by C4.5 method, providing 57.1949% accuracy. There are many factors related to the formation of fat in cattle, such as age, breed, sex and feed, which is a factor. Principles that affect the accumulation of fat in the muscles [1], [17], [18]. The expansion of fat is controlled by Stearoyl-CoA desaturase (SCD) [19]. This study does not use feed factors. Because Kamphaeng Saen Beef Cooperative Co., Ltd. does not record the type of feed used...
therefore cannot be used to predict resulting in low accuracy. But this technique will help to predict the beef marbling score in the fattening beef in advance. Without having to wait for the fattening of the cattle to transform and incubate the carcasses, which takes at least 8-10 months and also allows cattle farmers to use as a consideration for the selection of cattle breeders in the farm to be desired. The fattening beef with a beef marbling score as planned.

V. Conclusion

Forecasting By using data classification techniques with Decision Tree method by C4.5 method, providing 57.1949% accuracy. There are many factors related to fat formation in muscles such as age, breed, sex and feed which feed is the main factor affecting the accumulation of fat in the muscles [17], [18]. The expansion of fat is controlled by Stearoyl-CoA desaturase (SCD) [19]. Beef marbling score in fattening beef with tech The statistics, data mining can be used as a guide for forecasting without waiting for fattening cattle and finished cattle carcass evaluation.

Suggestions to make predictions more accurate feed information should be added to accompany the forecasting as well.

Acknowledgment

Thank you to the Kamphaeng Saen Beef Cooperative Ltd. for the support of this research. Help the research to proceed quickly and smoothly until accomplished well.

Fig. 8. Some of the data mining techniques are using the decision tree method.
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Abstract—This paper presents a parameterized minutia-based approach for generating secured templates from fingerprint images. The research has a great contribution in the field of security of the fingerprint template database. The fingerprint minutia features and their related parameters have been analyzed and hence, proposed a method that can hide fingerprint features by adding chaffs or fake minutiae and changing real minutia information to generate secured templates or vaults. The proposed method achieved highest accuracy for verification and has diversity that creates dissimilar vaults to resist correlation attacks.

Keywords—Biometric features, correlation attacks, fingerprint minutiae, fuzzy vaults, secured template

I. INTRODUCTION

Fingerprint has some unique biometric features that can be used in the authentication system [1]. Past few decades, it has been studied to improve the security of the biometric-based system [2-5] and to analyze severe attacks on fingerprint authentication system [6-7]. A lot of studies have been done to solve all the vulnerabilities of the model [8] from its different points and hence, the template is a great matter of concern for fingerprint security. Several methods proposed [9-11] to stop getting real or closely fingerprint image from a template, such as fuzzy-vault techniques [12]; but they are vulnerable to correlation attacks [13]. When the same fuzzy vault technique is applied to a bulk of fingerprint images, two different generated vaults (templates) can be used to get the real minutiae information (Fig. 1) [14] and hence, the lack of security. Clancy [15] and Uludag [16] proposed a fuzzy fingerprint vault, which is not realistic [17] because of its limitation. The method needs pre-alignment before the operation.

In this paper, the fingerprint minutiae features and their related parameters have been analyzed and proposed a method that can hide fingerprint features by adding chaffs (fake minutiae) and changing real minutiae information to generate secure template or vault. Since the template pattern is different for every new fingerprint, there is no way to get vault information and it resists correlation attacks.

II. FINGERPRINT MINUTIAE ANALYSIS

A fingerprint feature, known as minutia, $m_i$ is defined by $x$, $y$-coordinates, angle and minutiae type: $m_i = (x_i, y_i, \theta_i, t)$ [$i=1, 2, 3, ..., n$ (number of minutiae in the vault)]. For each minutia $m_i$, we draw a circle centered on $m_i$ with $r$ radius (the value could be on the range of 15 to 40). Then we choose $8^k$ equidistance points (EPs) on the circumference of the circle, where $k=1, 2, 3, ..., n$. The first point is marked with the angle of minutia. The others are chosen equidistantly in clockwise (see Fig.2, where $k=2$). The standard range of EPs would be 8 to 64. The angular distance (AD) between each EP on the circumference is calculated as follows:

$$AD = \frac{2\pi}{\text{No. of EPs} (8^k)} = \frac{2\pi}{16} = \frac{\pi}{8}$$

For the minutia $m_i$, we randomly choose one or more points (for chaff minutiae) from the $8^k$ EPs set on the circumference, where the chaff or false minutia will be added; these points are known as selected chaff points.
(SCPs) or choosing chaff points (CCPs), as shown in Fig. 3. The chaff minutia is rotated by an angle ($\alpha$) and the chaff angle value is determined by the following equation:

$$
\alpha = \begin{cases} 
\theta + \delta - 2\pi & ; (\theta + \delta) \geq 2\pi \\
\theta + \delta & ; \text{else}
\end{cases}
$$

(2)

where $\theta$ is the angle of real minutiae and $\delta$ is the angle offset between 0 to 2$\pi$, but the standard range is 0.5 to 5.78.

Then we choose another point (for real minutia) from the $8k$ EPs set, except the SCPs; this point is called real minutia moving point (RMMP) and we move the real minutia $m_i$, which now place in the center of the circle, to the RMMP, as shown in Fig. 4. The real minutia $m_i$ is then rotated by an angle ($\beta$) and the angle value is determined by:

$$
\beta = \begin{cases} 
\theta + (2\pi - \delta) - 2\pi & ; (\theta + (2\pi - \delta)) \geq 2\pi \\
\theta + (2\pi - \delta) & ; \text{else}
\end{cases}
$$

(3)

The chaffs can be added for either termination or bifurcation (Fig. 5) or for both type minutiae. If the fingerprint contains very few bifurcations, then chaff minutiae should added for both type. As more chaff added, more the computational complexity and more secure the template. The pattern of template or vault varies depending on the values of above mentioned parameters, such as (radius), (angle of real minutia), (angle offset), SCP (selected chaff point), RMMP (real minutia moving point), and $t$ (minutia type); and hence, so called parameterized minutiae templates.

III. PROPOSED METHOD

The proposed approach includes the methods of adding chaffs to generate secured template and removing these chaffs from template for verification. The overall scenario of the proposed technique is shown in Fig. 6.

![Fig. 3. Randomly chosen SCPs from 8*k EPs.](image)

![Fig. 4. Selecting the SCPs, RMMP and placing minutia: (a) Adding a chaff minutia at SCP 6, (b) Moving the real minutia to RMMP 11, and (c) Rotating the moved real minutia at RMMP 11.](image)

![Fig. 5. Minutia type: (a) Termination or ridge ending; and (b) Bifurcation.](image)

![Fig. 6. Overall scenario of the proposed system.](image)

A. Adding Chaffs to Template

A minutia feature $m_1$ is detected from the fingerprint image. A circle is drawn with the center on $m_1$ and the radius $r$. There are 16 ($8^2$) EPs are marked on the circumference of the circle. For illustrating enrollment
technique (Fig. 7), the SCP 6 is chosen for adding chaff minutia. Assume that angle $\theta$ is 1.9 and angle offset $\delta$ is 2.5. Then the angle ($\alpha$) of chaff minutia $m_2$ is 4.4 ($1.9 + 2.5$) using equation (2). Now choose the RMMP 11 for moving the real minutia $m_1$. The angle ($\beta$) of moved minutia is 5.6832 ($1.9 + 6.2832 - 2.5$) using the equation (3). The same process is remained for both termination and bifurcation minutiae. The moved real minutia $m_1$ and the added chaff minutia $m_2$ both stored in the new generated template and hence, the template is secured. Fig. 8 shows the secure template generation operation done on the image “103_1.tif” from FVC 2002 DB1 [18] and each step of the proposed approach is summarized in the following.

**Algorithm for generating secure template:**

1. Draw a circle with center on the minutia.
2. Choose $8k$ EPs on the circumference of the circle.
3. Choose a SCP from $8k$ EPs for the chaff minutia and add angle offset ($\delta$) to real minutia’s angle ($\theta$) to determine chaff minutia’s angle ($\alpha$) and then rotate chaff.
4. Choose a RMMP and move the real minutia on the circumference except previously chosen SCP for chaff minutia.
5. Calculate the angle offset ($2\pi - \delta$) for the moved real minutia and add to its angle to determine moved real minutia’s angle ($\beta$) and finally, rotate the real minutia with angle $\beta$.

**B. Removing Chaffs from Template for Verification**

Assume that only two minutia $m_1$ and $m_2$ in the secured template (Fig. 10). As discuss earlier, $m_1$ is a real and $m_2$ is a chaff or fake minutia. But in this phase we don’t know which one is real or fake. We take all the minutiae and perform operations on each minutia. First we take $m_1$ minutia and remove its angle offset, and the angle ($\gamma$) of the $m_1$ is determined by the following equation.

$$\alpha = \begin{cases} \theta + \delta; & \theta < (2\pi - \delta) \\ \theta + \delta - 2\pi; & \text{else} \end{cases} \tag{4}$$

The angle ($\theta$), offset ($\delta$) and radius ($r$) have been discussed earlier. Then we draw a circle with $r$ radius centered on the minutia and mark the EPs. Now we move the minutia from the center of circle to a point on the circumference, called real minutia returning point (RMRP). RMMP and RMRP are the two endpoints of a diameter of the circle (see Fig. 9).

![Fig. 7. Adding chaff and minutia transformation to generate secure template.](image)

![Fig. 8. (a) Real minutiae detected from the fingerprint image, (b) Adding chaffs (red dots) and moving real minutiae (blue dots), and (c) Showing chaffs (red) and real minutiae (blue) stored in the template.](image)

![Fig. 9. RMMP and RMRP are two endpoints of a diameter of same circle.](image)

![Fig. 10. Removing chaff from the template and minutia transformation for verification.](image)

After returning $m_1$ to RMRP ($m_1$’s original position), again we draw a circle centered on the moved $m_1$ and mark the EPs. Then we generate a chaff minutia of $m_1$ at the same SCP and determine the chaff’s angle using by the equation (3). Finally, we search for minutia in the template similar to
Here m₁’s chaff minutia. If it is matched with any minutia, then the minutia in the template is a fake or chaff minutia and m₁ is a real minutia. Here m₁’s chaff is matched with the minutia m₂ at the point 6, and hence m₂ is a fake minutia and it is removed from the template, as shown in Fig.10. If it is not matched with any minutia, m₁ is a fake minutia and m₁ is removed from the template to regenerate the original fingerprint template. Each step of the proposed approach for verification is summarized in the following.

Algorithm for regenerating original template:

Step 1. Remove the angle offset from the minutia’s angle.
Step 2. Draw a circle with same 8*k EPs and radius r centered on the minutia.
Step 3. Move the minutia to its original point by choosing the RMRP.
Step 4. Draw again a circle centered on the moved position (RMRP) of minutia and mark the EPs.
Step 5. Generate a chaff minutia with the same SCP.
Step 6. If the new generated chaff is matched with any minutia in template, then the minutia is a real minutia; otherwise it is a chaff minutia.
Step 7. Remove all the chaff minutiae from the template.

IV. EXPERIMENTAL RESULTS

In this research work, the FVC 2002 DB1 set B database [18] has been used to evaluate the performance of the proposed method. The database contains 8 (eight) impressions of each of 10 (ten) fingers; 5 (five) impressions were used for generating secured template database and other 3 (three) were used for matching at the verification phase. The research analyzed the parameterized minutia features to implement the method; and different values of the parameters: radius of circle (r), number of EPs, number of CCPs, angle offset (δ), and termination (Ter) or/and bifurcation (Bif) minutiae were tested in the experiment. The method was implemented using MATLAB tools in this experiment. The performance of the proposed approach is shown in Tab.1. From the table, it is seen that the proposed method maintains its performance compared to existing methods with false acceptance rate (FAR) 0.06% and genuine acceptance rate (GAR) 96.67%, i.e., it does not degrade the performance.

<table>
<thead>
<tr>
<th>Existing Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minutia type</td>
<td>FAR (%)</td>
</tr>
<tr>
<td>Not defined</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab.2 shows the average number of chaffs added per template in the proposed technique. It also shows the efficiency of removing chaff minutia from each template at the verification phase and achieves the highest accuracy.

Table 2 shows the membership values of similarity (fuzzy values within the range of 0 to 1) among secured templates or vaults. For illustrating the similarity, Vault 1, 2, and 3 are generated by proposed method and General Template is generated by existing method from the same fingerprint image 103_1.tif with different parameters in this experiment. The higher fuzzy value represents more similarity and lower value represents more dissimilarity between two vaults. From the table, it is seen that the same fingerprint’s template is varied vault-to-vault with different parameters and hence, it resists the correlation attacks.

Tab. 3 shows the membership values of similarity (fuzzy values within the range of 0 to 1) among secured templates or vaults. For illustrating the similarity, Vault 1, 2, and 3 are generated by proposed method and General Template is generated by existing method from the same fingerprint image 103_1.tif with different parameters in this experiment. The higher fuzzy value represents more similarity and lower value represents more dissimilarity between two vaults. From the table, it is seen that the same fingerprint’s template is varied vault-to-vault with different parameters and hence, it resists the correlation attacks.

V. CONCLUSION

The aim of this research is to propose a method for generating secured template from fingerprint images. The fingerprint minutia features and their related parameters have been analyzed and implement a method that can hide fingerprint features by adding chaffs (fake minutiae) and changing real minutia information to generate secured template in this research. The template pattern is different for every new fingerprint, even if for the same fingerprint with different parameters; and hence, there is no way to get fingerprint features or vault information. From the experiment, it is conclude that the proposed method didn’t degrade the performance compared to existing method. It has achieved highest accuracy for verification and has diversity that creates dissimilar vaults to resist correlation attacks. The future research will be employed to extend this method to cancellable approach that will resist all types of attacks on the fingerprint template database in a smart application.
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Abstract – Automation of industrial sector is growing rapidly due to deployment of precision robots. In this article, we present a low cost local manufactured 4 degree of freedom (DOF) pick and place robotic manipulator can be used for industrial assembly line applications such as textile, automobile and agriculture sectors. The main concerns persist in most of these robotic manipulators are precision and control. To emphasis on this we used Selective Compliance Assembly Robot Arm (SCARA) to automate pick and place tasks. Our designed robotic arm can carry maximum payload of 2 kg with an arm length of 300mm. We also discuss in detail the manufacturing process and testing results of our developed SCARA robotic manipulator.

Index Terms: SCARA, 4-DOF Grasping Manipulator, Pick and Place.

I. INTRODUCTION

The concept of robot machine is developing very quickly in today’s scenario and it works better than human man power. The robots are deployed in many of the industrial sectors to improve the accuracy as well as the automation of the work in order to increase the production and efficiency of the systems. Since manual pick and place tasks are extremely tedious, troublesome and costly [1]. Additionally, human supervisory control causes errors and mistakes. Therefore robotic control is of great importance. In the modern situation, Robots have progressed toward becoming an integral part industrial revolution. Automation of robotic has made significant progress in a various fields such as products identification, wood placement, plastics and hardware sorting [2-3]. The main reason for utilizing robotic manipulator is to reduce human efforts. These robotic manipulators are popular for speed processing, control, precision and accuracy for pick and place activity which is required in assembly line operations. The Selective Compliance Assembly Robot Arm (SCARA) normally has 4-DOF in which one is linear motion and three rotational movements.

To control the manipulator robotic, wireless RF 2.4 GHz radio systems can be used [4-5]. Portable android application with bluetooth module HC05 has been used as well [6]. However, these need to be ensured for proper reliability. In industries, the SCARA robot is used for different tasks like palletizing, and de-palletizing operations and robotic manipulator is most often made to do the task that it is required to perform [7]. Today, technology is advancing with same pace with increasing human needs. The work done to meet these demands can make life easier, which are determined by robotic manipulator studies. Robot manipulators can work with an outside human user or perform predetermined tasks.

Presently, robotic manipulators are used in various industry such as automobile and food sectors. We designed and developed robot manipulator with 4-DOF using 5 DC servo motors. The robotic manipulator can be connected to the android application via Bluetooth module as reported in [8]. Currently, there are many manipulator robotic manipulators available in the market. However, most of them are very costly [9]. Our aim is to develop a low cost robotic manipulator for researchers and academicians in educational and research institutions to learn the fundamentals of robotics such as design, control, dynamics, kinematics and sensing [10]. Also robotic manipulators can be deployed on other mobile platforms for performing tasks in unstructured environments [11].

This paper discusses the steps used in design and fabrication of a 4 degree of freedom (DOF) SCARA robot without deploying complex PLC system to reduce cost. We started with initial specification, design concept, product manufacturing, and testing. In initial specification phase, suitable parameters of the SCARA robotic manipulator are first found. After that, the best design concept for our SCARA robot was chosen among all set parameters. In third phase, product manufacturing is done; the chosen design of the SCARA robot is developed. The direct and inverse kinematics, dynamics of the robot are then
modeled. Off shelf parts were selected based on the derived parameters from initial calculations. Electronic parts such as switches and a controller were selected. Finally, the developed SCARA robotic manipulator was tested in lab environment lifting different payloads up to 2 kg weight to verify our initial targeted specifications.

The paper is further organized as; section II explains the design methodology and modeling. Section III shows the CAED design and manufacturing. Robotic arm main features and capabilities presented in section IV, selected parameters and electronic design in section V and VI, simulation and system overview in section VII followed by conclusion and future direction in section VIII.

II. DESIGN METHODOLOGY AND MODELING

The basic aim of our prototype is to build an automated robotic manipulator for pick and place in assembly line manufacturing. The methodology for the whole process is shown in Fig. 1.

![Fig. 1: Project Layout](image)

Robotic manipulator general configuration includes kinematics demonstration, outline structure, electronic and programming working plan [12]. Our proposed robotic manipulator Link diagram is shown in Fig. 2

![Fig. 2: Link Diagram](image)

Where,

\[
\alpha_{i-1} = \text{angle from } Z_i \text{ to } Z_{i+1} \text{ along } X_i
\]

\[
a_{i-1} = \text{distance from } Z_i \text{ to } Z_{i+1} \text{ along } X_i
\]

\[
d_i = \text{distance from } X_{i-1} \text{ to } X_i \text{ along } Z_i
\]

\[
\Theta_i = \text{angle from } X_{i-1} \text{ to } X_i \text{ along } Z_i
\]

\[
L_1 = 1^{st} \text{ Link Length}
\]

\[
L_2 = 2^{nd} \text{ Link Length}
\]

\[
L_5 = 5^{th} \text{ Link Length}
\]

The DH calculated parameter values are shown in Table I.

![Table I: DH Parameters](image)

III. CAED DESIGN AND MANUFACTURING

We designed 3-D robotic manipulator in Solid Edge Design as shown in Fig. 3.

![Fig. 3: 3-D Designed Robotic Manipulator](image)

The final SCARA prototype mechanism is shown in Fig. 4 which is powered by 12V DC using Switching Mode Power Supply (SMPS).

![Fig. 4: SCARA Robotic Manipulator](image)

The cost of our developed robotic manipulator is under $250 (35000 PKR approx.). It is very less as compared to most of the available SCARA robotic manipulators.

IV. MAIN FEATURES AND CAPABILITIES

The main features of our designed SCARA...
robotic manipulator are given in Table II below:

<table>
<thead>
<tr>
<th>Features</th>
<th>Capabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Unit</td>
<td>Robotic manipulator is controlled using PIC18F452 microcontroller and H-bridge circuits</td>
</tr>
<tr>
<td>Communication</td>
<td>Manual communication is used for pick and place objects using limit switches.</td>
</tr>
<tr>
<td>Robotic Manipulator</td>
<td>It has 4-DOF, 1(^{st}) Link can rotate complete 360 degrees, 2(^{nd}) Link by 180 degree, gripper can move only vertically.</td>
</tr>
<tr>
<td>Benefits</td>
<td>Minimum human effort, low cost, continuous usage, good accuracy.</td>
</tr>
<tr>
<td>Purpose</td>
<td>Our SCARA robot is specifically designed for pick and place operation for industrial applications.</td>
</tr>
</tbody>
</table>

V. SELECTED VALUES AND JUSTIFICATION

We selected best suitable measurements for our mechanism with calculated values in Table III.

<table>
<thead>
<tr>
<th>Component</th>
<th>Type</th>
<th>Dimensions (inch)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(^{st}) Link</td>
<td>Iron</td>
<td>Thickness: 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Width: 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length: 12</td>
</tr>
<tr>
<td>2(^{nd}) Link</td>
<td>Iron</td>
<td>Thickness: 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Width: 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length: 10</td>
</tr>
<tr>
<td>3(^{rd}) Link</td>
<td>Aluminum</td>
<td>Thickness: 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Width: 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length: 10</td>
</tr>
<tr>
<td>4(^{th}) Link</td>
<td>Iron</td>
<td>Diameter: 0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length: 9</td>
</tr>
<tr>
<td>Gripper Screw</td>
<td>Iron</td>
<td>Diameter: 0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length: 3.6</td>
</tr>
<tr>
<td>Gripper</td>
<td>Aluminum</td>
<td>Length: 6.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Height: 4</td>
</tr>
</tbody>
</table>

Since our aim is for industrial assembly line application we didn’t use 5-DOF with more complex design and higher cost. The designed SCARA robot is used for pick and place for a maximum of 2 kg payload with a simpler approach while making it cost effective.

We have used two iron links in SCARA robotic manipulator because iron is rigid. Aluminum is used for 3\(^{rd}\) Link showing good weight ratio. We didn’t use iron here because aluminum is light and exert minimum load on motors. We used plastic gears due to weight reduction. Screw mechanisms were used because of strong mechanism and currently many industries are using it. Gripper is also made of aluminum due to lower weight. Bearing are used for motion of links and gears.

VI. ELECTRONIC DESIGN

We first simulated our designed electronic board on Proteus software and fabricated its PCB. The complete circuit is shown in Figure 5.

![Fig 5: Designed Circuit Simulation](image)

A simple electronics module is designed with push buttons for object grasping. The input signals are processing via controller board to drive the DC motors.

VII. SYSTEM SIMULATION AND OVERALL DESIGN

We system was verified in MATLAB using Transfer Function with pre-defined defined values. The overall block diagram of our designed system is shown in Fig. 6.

![Fig. 6: System Block Diagram](image)

VIII. CONCLUSION AND FUTURE DIRECTION

Robotic Manipulators with less DOF’s are more flexible to handle. Our designed 4-DOF robotic manipulator was tested in lab for carrying payloads...
up to 2Kg. Modeling and simulations were done to verify our design. We designed a low cost prototype using local materials available in Pakistan. The performance and reliability parameters evaluated for precision and control showed good agreement.

DC gear motors can be replaced with servo motors for more accurate precision. Vision based object detection can be added using CCTV imaging to replace manual control as proposed in [13]. Increase in DOF can provide less error probability in compensation of higher cost.
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Abstract- We have presented in this paper the design, control and implementation of a versatile low cost manipulator with arm gripper configured on an existing unmanned ground vehicle (UGV) for lifting payload (PL) and performing real world tasks. The major development in this work is the robust and efficient stable design of manipulator having four degrees of freedom (DOF) capable of lifting up to 1.5 kg weight for various industrial and non-industrial applications. The communication link is established using two human supervisory controlled wireless four channel 2.4GHz remote controllers, which are separately used for UGV and manipulator for effective maneuvering and control of a 6-DOF overall. The controlling of RC servo motors is made using Arduino Uno controller board. An on board solar panel is used for charging batteries run time during the day. A 50W, 18V standard solar panel is used to enhance the maneuvering time of UGV and manipulator. The unique feature of our UGV is its two rotating head on flippers capable of controlled maneuvering especially in uneven terrain surfaces, stair climbing etc. It can also perform difficult tasks in human unapproachable situations like contaminated or hazardous areas in several industrial and medical applications.

Index Terms – 4-DOF Grasping Manipulator, UGV, Wireless Controlled, Solar Powered.

I. INTRODUCTION

Nowadays, hazardous and contaminated situations caused either by human beings in wars or by nature calamity, which has forced us to seek new technologies to deal with emergencies more efficiently. It is therefore necessary to introduce capable robotic machines, which cannot only save human life in case of difficult situations but also can perform human capable tasks [1]. In order to increase the efficiency and safety of ground operations, mobile and service robotics is a well-known emerging research area in recent years with addition to multi-functional capabilities [2]. These are generally known as unmanned ground vehicles mostly used in civil and military operations [3], rescue purposes [4], [5] and industrial applications [6]. Such mobile UGVs can also maneuver on rough and uneven terrains [7].

Unmanned ground vehicles can perform rescue operations in hazardous and contaminated areas in war zones and industrial sites. Most of the existing robotic manipulators embedded on the UGVs for carrying and lifting weights for performing different tasks use either PC interface, human supervisory control or Dual tune-multi frequency existing technologies [8]. [9].

Currently, the robotic manipulator controlled unmanned ground vehicles are widely used for industrial or military application. However, most of them are either expensive to import or unavailable in developing countries like Pakistan. This issue led us for carrying out this research and to develop an indigenous solution locally. We designed and implemented a low cost robotic manipulator on an existing UGV, which can further be integrated, with modern manipulator for payload lifting and performing real world tasks. To control the robotic manipulator, we used a simple remote control of 2.4GHz radio frequency system. The proposed design of robotic arm has 4 degrees of freedom (DOF) each controlled though a function channel of a wireless RF transducer, where an electrical signal is received at each joint of a DC motor connected. The UGV with mounted robotic manipulator and gripper is also capable of self-charging using embedded standard solar panels for on board rechargeable batteries.

The paper is further organized as; section II explains the design overview. Section III presents the implementation, results and discussion. Future work in IV, conclusion and future work are explained in section V and VI.

II. DESIGN OVERVIEW

In order to improve reliability of modern robotic systems, generally two parallel approaches are often used. First approach is to understand its failure modes [10] and it’s modeling while the second approach is to analyse failure of available field data and use models for stimulation and predicting reliability of robotic system as shown in Fig. 1.
Our designed 4-DOF robotic arm manipulator is controlled from an unmanned ground vehicle with flexible movement using additional two head on flippers. The complete prototype hardware system is divided into three main modules. The first is the mechanical designing and implementation of robotic manipulator and arm gripper using a CAED software. In the second module, we simulated and verified the electronics circuits before fabricated final printed circuit boards for controlling mainly the high voltage motor driving modules. The third and final stage was the integration and testing of solar charger with DC batteries operated on 12 V supply.

A. Simple CAED Design

We designed the robotic mechanical manipulator in Autodesk inventor 2013 CAED software. The main parts consist of base pivot, base plate, base tower, robotic clamp and linear actuator. Each part were first designed individually and assembled in the end as shown in Fig. 2 below.

B. Robotic Arm Manipulation

Robotic arm manipulators are used for many applications in industries, medical and natural disaster for grasping and lifting heavy and small objects and to carry out tasks with extreme concentration and accuracy.

We have designed a 4-DOF robotic manipulator. High Torque RC servo motors are connected at each DOF joint link which is controlled through PWM pulse signal generated by Arduino controller board from the RF receiver.

C. Design and Calculations

The two main parts of our designed robotic manipulator are the linear actuator and gripper. Four-bar actuator mechanism is used for to and fro movement while we selected finger type gripper for the pick and place having capability to lift weights up to 1.5 kg.

To determine the required magnitude of the gripper force as a function of these factors, in which weight alone is the force tending to cause the pat to slip out of the gripper.

\[ \text{Torque} = \text{Force} \times \text{Distance} \]

Some other factors while picking up an object are

\[ \text{Torque} = \text{Object Weight} \times \text{Arm Length} + \text{Arm Weight} \times \frac{1}{2} \times \text{Arm Length} \]

We summed up all forces applied to half of the arm length.

In a 4-DOF, we estimate the desired motors to be used using Denavit-Hartenberg (DH) parameters as shown in Fig. 3.

\[ M_1 = (L_1/2 \times W_1) + (L_1 \times W_2) + ((L_1 + L_2/2) \times W_3) + (L_1 + L_2) \times W_4 + (L_1 + L_2 + L_3) \times W_5 \]
\[ M_2 = (L_2/2 \times W_2) + (L_2 \times W_3) + (L_2 + L_3/2) \times W_4 + (L_2 + L_4 + L_3) \times W_5 \]
\[ M_3 = (L_3/2 \times W_3) + (L_3 \times W_4) + W_5 \]

Fig. 3 Weights and Lengths of 4 DOF

The following are the parameters from Fig. 4 described in details in Table I.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>Weight of the Base Motor</td>
</tr>
<tr>
<td>W2</td>
<td>Weight of the Arm Linkage between Base and Upper Arm</td>
</tr>
<tr>
<td>W3</td>
<td>Weight of the Motor at Joint of Shoulder and Upper Arm</td>
</tr>
<tr>
<td>W4</td>
<td>Weight of the Arm Linkage between Base and Upper Arm</td>
</tr>
<tr>
<td>L1</td>
<td>Length of Arm Linked between Base to Upper-Arm</td>
</tr>
<tr>
<td>L2</td>
<td>Length of Arm Linked between Shoulder to Fore-Arm</td>
</tr>
<tr>
<td>L3</td>
<td>Length of Arm Linked of Fore-Arm Including the Wrist</td>
</tr>
<tr>
<td>M1</td>
<td>Base Motor</td>
</tr>
<tr>
<td>M2</td>
<td>Upper Arm Servo Motor</td>
</tr>
</tbody>
</table>

The motors torque equation will be:

\[ M_1 = (L_1/2 \times W_1) + (L_1 \times W_2) + ((L_1 + L_2/2) \times W_3) + (L_1 + L_2) \times W_4 + (L_1 + L_2 + L_3) \times W_5 \]
\[ M_2 = (L_2/2 \times W_2) + (L_2 \times W_3) + (L_2 + L_3/2) \times W_4 + (L_2 + L_4 + L_3) \times W_5 \]
\[ M_3 = (L_3/2 \times W_3) + (L_3 \times W_4) + W_5 \]
Where \( M_1 \) = Base Motor (0 to 90-degree rotation to and fro) 
\( M_2 \) = Arm Motor 1 
\( M_3 \) = Arm Motor 2 (controlling the movement of gripper) 

In order to find out weight our finger gripper could carry we calculated gripping force, contacting fingers, weight of the object carrying, effect of gravity 

The required magnitude of the gripper force is calculated using equation below

\[
N_f \times F_g = W \times g \quad \ldots \ldots \ldots \ldots (4)
\]

Where, \( N_f \) is the number of contacting fingers, \( F_g \) is the gripper friction, \( W \) is the weight of object gripped equal to 1 kg and \( g \) is the effect of gravity and acceleration. The required gripper force calculated is

\[
F_g = 6N \quad \ldots \ldots \ldots \ldots (5)
\]

The complete manipulator system weight obtained is 2.4 kg. The calculated data is entered in the following Table II. The robotic arm by calculations is supposed to lift weight up to 5 kg but found practically to lift up to only 1.5 kg of weight due to mechanical constraints.

### Table II: Calculated values

<table>
<thead>
<tr>
<th>Weight Parameters</th>
<th>Weight (kg)</th>
<th>Length Parameters</th>
<th>Length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>0.7</td>
<td>L1</td>
<td>1.4</td>
</tr>
<tr>
<td>W2</td>
<td>0.4</td>
<td>L2</td>
<td>0.65</td>
</tr>
<tr>
<td>W3</td>
<td>0.15</td>
<td>L3</td>
<td>0.25</td>
</tr>
<tr>
<td>W4</td>
<td>0.24</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The calculated torques for our design have been found to be 26Nm in the wrist forearm joint, 95Nm at the joint of forearm and upper arm and 180Nm at the joint of upper arm and shoulder. The bottom motor’s torque calculated is 190Nm while the output arm accuracy obtained is around 0.95cm.

E. Solar Charging Mechanism

We used solar energy to increase the maneuvering time of UGV by charging the DC batteries through a simple designed solar charging circuit shown below in Fig. 5.

![Fig. 5 Solar Charging Schematic](image)

A standard solar panel was used in our final prototype in Fig. 6. The applied input voltage given was between 9-20V, and output voltage obtained varied from 7-14V enough to charge the batteries on board. It was tested and observed an increase in time from 25-30min using solar charging.

![Fig. 6 Implemented Solar Panel](image)

III. OVERALL SUMMARY AND PROBLEMS

The robotic arm manipulator has three main parts. The linear actuator, gripper and RC servo motors. The gripper arm is used for pick and place of objects. A linear actuator is used for the vertical movement of robotic arm. A titanium gear RC servo motor is used for gripper. Three RC servos are used for controlling the robotic manipulator, one for moving and controlling the rod of arm. The second part is the controlling and rotation while the third is opening and...
closing of robotic clamp.

We designed the motor drivers H-bridge circuits using replays and switches because they can sustain high currents. The main problem occurred was to overcome the electromotive force. For this purpose, we used power diodes.

The UGV is controlled through four channel RC system, which was used bought from a local hobby toyshop.

For designing the solar charger circuit, we used a standard solar panel of 50W and maximum 18V and current is 2.78A. We successfully tested our mounted manipulator and implemented solar panel on the UGV as shown in Fig. 6 for stair climbing, removing hurdles, pick and placed random objects in contaminated areas.

The overall cost of a single robotic arm manipulator was only $400 USD very low as compared to similar existing robotics arm systems. This can further be reduced in mass production. The existing indigenous fabricated UGV cost was under $1000 USD completely manufactured locally in Pakistan.

IV. MANIPULATOR DESIGN AND COST COMPARISON

A list of existing robotic manipulators with multiple DOF embedded on maneuvering platforms is presented in Table III. A cost comparison with payload lifting capability is tabulated with our design. Currently (1$ = 152 PKR Approx).

Table III: Comparison of different Manipulators

<table>
<thead>
<tr>
<th>Manipulator Design</th>
<th>DOF</th>
<th>PL (Kg)</th>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic Robotic Arm [12]</td>
<td>7</td>
<td>2</td>
<td>4135</td>
</tr>
<tr>
<td>Prosthetic Robotic Arm [13]</td>
<td>6</td>
<td>0.3</td>
<td>1616.24</td>
</tr>
<tr>
<td>Robotic Assisted Transfer Device [14]</td>
<td>5</td>
<td>6.75</td>
<td>2416.42</td>
</tr>
<tr>
<td>Our Proposed Design</td>
<td>4</td>
<td>1.5</td>
<td>400</td>
</tr>
</tbody>
</table>

Here we can see a tradeoff between cost and performance (DOF and PL) in order to meet the goal for a specific application. Almost all available robotic manipulators are expensive compared to payload carrying capability. However, unlike most robotic manipulators, which are designed for finer manipulation using higher DOF. It is observed that fewer DOFs reduce control complexity and save physical space, which is paramount for any mobile platform.

V. CONCLUSION

We proposed an efficient design and development of a low cost effective robotic manipulator mounted on a UGV having multi function capability. An arduino controller was used for controlling of RC servos and linear actuator using speed control algorithm. All electronic modules were controlled through human supervised remote-control system. Reconfigured UGV maneuvering time was enhanced in daytime using embedded on board solar panel by 20-30min.

The designed solar powered 4-DOF robotic manipulator can be used in military, industrial automation and in supervised surgical applications.

VI. FUTURE WORK

To experiment identifying and carrying different payloads with enhanced precision and making the UGV fully autonomous using AI and computer vision tracking capability [15]. Furthermore, multiple of similar swarm robotic manipulator controlled unmanned ground vehicles can be incorporated for performing specific task in a group to increase the multi-functional capabilities as proposed by M. Irfan and A. Farooq [2].
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Abstract—Information Extraction (IE) refers to the automatic extraction of structured information such as entities, relationships between entities, and attributes describing entities from unstructured sources. Keyword Extraction is the part of information extraction to discovering implicit and potentially important keywords in underlying unstructured natural-language texts. Due to the inherent characteristic of Thai written language which does not explicitly use any word delimiting characters, identifying individual words. In this paper, an alternative method to word formation for noun phrase recognition is proposed. The word formation is improving keyword extraction using the compound noun pattern. We use the word formation to applying the TextRank algorithm to grouping the noun phrase, thire is selected as candidate to calculate in algorithm. The experiments are 2,727 documents in banking domain from social online such as Facebook, Twitter, online news. The experimental results yield 30.73% of accuracy with significant improvement by word formation.
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I. INTRODUCTION

Information Retrieval (IR) is a process of discovering useful information or knowledge from unstructured text corpus. One important task in IR is Information Extraction (IE) which is the process of discovering implicit and potentially important keywords in underlying unstructured natural-language texts [1], [2]. The Keywords play important role in several applications such as text summarization, summarised information for searching, and question answering system. The benefit of using keyword list as document representative can reduce reading time, assist the user to arrange the large amount of documents and facilitate users to communicate with machine.

Approaches for keyword extraction can be carried out, such as supervised and unsupervised machine learning, statistical methods and linguistic knowledge [3]. TextRank algorithm [4] is the keyword extraction systems based on the unsupervised machine learning techniques respectively. Although this keyword extraction systems yield the acceptable extraction performances, that will be suitable for Latin-based languages, such as English and Spanish, in which words are delimited by using special characters such as period (.), comma (,), and space characters. These languages are often referred to as non-segmented languages. For Thai written language, many word segmentation algorithms are available, but none of them yields perfect results due to the ambiguity in language usage [5]–[7]. In addition, the segmented words have been combined and grouped using compound noun patterns, their are increasingly and specifically the meaning [8]–[10].

In this paper, we propose an alternative solution to Information Extraction using TextRank algorithm which is Thai. The approach uses the compound noun patterns to grouping as noun phrase [11]–[13]. The word formation to grouping the noun phrase can improves extracted keywords from TextRank algorithm.

The rest of this paper is organized as follows. In next section, we review the background of TextRank algorithm and related works. In Section 3, the proposed method present the overview of system and explain the word formation step. In Section 4, experiments with accuracy the result. And the paper concludes in Section 5.

II. BACKGROUND

A. TextRank Algorithm

TextRank algorithm is a graph-based ranking algorithms which are essentially a way of deciding the importance of a vertex within a graph, based on global information recursively drawn from the entire graph [4]. There is applied to rank words based on their associations in the graph, and then top ranking words are selected as keywords. The candidate of keyword is achieves its best performance when only nouns and adjectives are selected as potential keywords [4], [14].

Formally, let $G = (V, E)$ be a graph with the set of vertices $V$ and set of edges $E$, where $E$ is a subset of $V \times V$. For a given vertex $V_i$, let $In(V_i)$ be the set of vertices that point to it, and let $Out(V_i)$ be the set of vertices that vertex points to. The formula of TextRank algorithm is defined as follows:

$$WS(V_i) = (1-d) + d \sum_{V_j \in In(V_i)} \frac{w_{ij}}{\sum_{V_k \in Out(V_j)} w_{jk}} WS(V_j)$$

where $WS(V_i)$ is a word score of vertex $V_i$ and $d$ is a damping factor which set to 0.85 [4], [15]. $w_{ij}$ is a weight of connection between two vertices $V_i$ and $V_j$ which added to the corresponding edge that connects the two vertices.

The elements in the graph is consisted of the word and the type of characteristics, the application of graph-based ranking algorithms to natural language texts consists of the following steps:

1) Identify text units, and add them as vertices in graph.
2) Identify relations that connect text units, and use these relations to draw edges between vertices in the graph where relations is a co-occurrence units.

3) Iterate the graph-based ranking algorithm until convergence.

4) Sort vertices based on their final score and use the values attached to each vertex for decision to keywords.

B. Related Works

Previously TextRank algorithms for extracting keywords was proposed in Thai or Asian languages. In [8], a study of chinese and thai bilingual topic detection extract the information of news with keywords of each chinese and thai documents through the TextRank algorithm. Similar to our work, thier study considers the compound words formed by a combination of simple words in thai. However, their work uses the vocabulary contained Chinese-Thai dictionaries to compoud phrases, that is makes over fit phrases from dictionaries. In [9], a study of language-indepent string pattern analysis was presented. Their study considers the generation of substrings from text corpora of non-segmented languages. However, their work focuses on the NLP issues such as morphology and Path-Of-Speech tagging.

In [10], a study of extracting keyphrases from chinese news articles uses query logs as the phrase generation training corpus. Thier study considers length and position of phrase involved to extracted keyphrases output. Their keyphrases output is more informative and readable than keyphrases output without using length and position of phrase. Their compounding, length, and position of phrase, convey to increasing the informative of keywords. Thus, our approach imposes the compound noun patterns to order in substring level.

III. PROPOSED METHOD

A. Overview

This paper aims to improve keyword extraction process in TextRank algorithm for Thai language using Word Formation. There are four main steps in our system. An overview of the proposed method is following Figure 1. We expect this method can extact thai keywords correctly. Our corpus was automatically segmented and part-of-speech tagged by segmenter. The corpus was specified banking domain, that is comming from social online (i.e. Facebook, Twitter, online news).

This proposed method starts with morphological analysis step, lexical tokens are segmented and tagged. The result of this step is the stream of word with POS tagged. In the second step, the compound word is grouped into one word. The third is candidate selection and the last step is keyword extraction using TextRank algorithm.

B. Modules

1) Morphological Analysis: The first step in this process is Thai Character Clusters (TCCs), based on the Thai language spelling features. A TCC is an unambiguous unit that is smaller than a word but lager than a character and cannot be further devided. The composition of TCC is unambiguous and can be defined by a set of rules. For example, a front vowel and the next character have to be grouped into a same unit. A tonal mark is always located above a consonant and cannot be separated from the consonant. A rear vowel and the previous character have to be grouped into a same unit. The TCC can be applied to improve the accuracy of word segmentation and spell checking [16].

The second step is Word Segmentation (WS). Thai text tokenization require specialized algorithms to find word boundaries prior to tokenization. For Thai word segmentation, Choochart et. al. (2008) used machine learning-based (MLB) approaches to identify and categorize characters surrounding the boundaries. The best of MLB approach for Thai word segmentation is Conditional Random Field (CRF) algorithm, with precision and recall of 95.79% and 94.98% [17]. The result in this step is the stream of segmented word.

The third step is Part-of-Speech Tagging (POS). This step is used a Thai part-of-speech tagging builded corpus named ORCHID [18]. The tag of POS have 30 unique tag. The tagger determines a part-of-speech tag for each word of current sentence. Then it determines a semantic concept. Both concepts rely on the tag probabilities. The output from this process is the word tokens with POS tagged.

The final step in morphological analysis is Named Entity Recognition (NER), a task of locating and identifying named entities into pre-defined categories. Thai name entities can be classified into five groups including person, organization, place, abbreviation and ambiguous/crosstypes to using word together with POS embedded [19]. The process output is the stream of word tokens with POS tagged which identify the named entity.

2) Word Formation: In the second step of proposed method, the word formation is providing to find the compound boundary, this advantage is to ba able to analyze new words that constructed from the existent morpheme by the application that need not to add those words in the lexicon. These cause reduction of lexicon size as well as word segmentation
ambiguity. The word formation relies on compound noun pattern (see Table I) and noun-phrase analysis system. The output of this step is the stream of word with POS tagged where the position of POS tags match the patterns instead of noun-phrase.

3) Candidate Selection: In the third step, the candidate selection is a brute-force method might consider all words in a document as candidate keywords. Common heuristics include removing stop words and punctuation; filtering for words with certain parts of speech. Candidate keywords are selecting in parts of speech (Noun, Verb, or Adjective) which are not stop words.

4) TextRank: The TextRank algorithm uses a set of words that could convey the topical content of document are identified, then these candidates are scored/ranked and the best are selected as a document’s keywords. This method assumes that more important candidates are related to a greater number of other candidates, and that more of those related candidates are also considered important.

Essentially, a document is represented as a network whose nodes are candidate key words and whose edges connect related candidates. The highest-scoring terms are taken to be the document’s key words. The candidate keywords is selected to be keywords of document where that candidate keyword score more than average score of all candidate keywords score.

C. New Word Generation

In Thai language, word formation is a way of creating new words or compound noun from the existing words to reduce the lexicon size. There is based on word formation rules [11]–[13]. In this paper uses the simple technique of matching Part-of-speech tag sequences, with the intention of capturing the simplicity of the corresponding syntactic structure.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>n + n</td>
<td>นี่ (mother) + น้ำ (water)</td>
</tr>
<tr>
<td>n + v</td>
<td>ห้อง (room) + นอน (sleep)</td>
</tr>
<tr>
<td>v + n</td>
<td>รถ (fan) + ลม (wind)</td>
</tr>
<tr>
<td>v + v</td>
<td>ป้องกัน (prevent) + กระแทก (crash)</td>
</tr>
<tr>
<td>n + adj</td>
<td>น้ำ (water) + แข็ง (solid)</td>
</tr>
<tr>
<td>adj + n</td>
<td>หวาน (sweet) + หัวใจ (heart)</td>
</tr>
<tr>
<td>n + n + v</td>
<td>สาย (line) + ไฟ (light) + ไฟ (tow)</td>
</tr>
<tr>
<td>n + v + n</td>
<td>มนุษย์ (human) + ขับ (drive) + รถ (car)</td>
</tr>
<tr>
<td>n + n + n</td>
<td>รถ (rice) + ขา (leg) + หมู (pig)</td>
</tr>
<tr>
<td>n + v + v</td>
<td>หน้า (front) + ผู้ (drive) + ผู้ (drive)</td>
</tr>
</tbody>
</table>

From Table I show the patterns of compound noun which each patterns compose of the attached words by part-of-speech tag (“n” is a noun, “v” is a verb, and “adj” is an adjective), that patterns based on thai linguistic rules [13]. The process of new word construction is shown in Figure 2.

![Figure 2: New Word Construction process](image)

IV. RESULT AND DISCUSSION

A. Experiments Setting

We set experiment testing for ability of the proposed method, we use 2,727 datas from social online banking domain by crawling and scratching. We compare the result from proposed method with result from TextRank using only the word segmentation and part-of-speech tagging as a baseline. All dataset and extraction process are same setting in both runs. We measure accuracy by compared with a goal annotation of linguistic experts. The goal annotation has been separate to
Table II: Accuracy results between baseline and proposed method

<table>
<thead>
<tr>
<th>Test set</th>
<th>Precision Baseline</th>
<th>Precision Proposed Method</th>
<th>Recall Baseline</th>
<th>Recall Proposed Method</th>
<th>F-measure Baseline</th>
<th>F-measure Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test set 1</td>
<td>25.57%</td>
<td>26.18%</td>
<td>36.74%</td>
<td>48.30%</td>
<td>30.15%</td>
<td>33.95%</td>
</tr>
<tr>
<td>Test set 2</td>
<td>15.40%</td>
<td>16.74%</td>
<td>35.41%</td>
<td>52.50%</td>
<td>21.46%</td>
<td>25.39%</td>
</tr>
<tr>
<td>Test set 3</td>
<td>23.55%</td>
<td>25.61%</td>
<td>43.00%</td>
<td>63.13%</td>
<td>30.43%</td>
<td>36.43%</td>
</tr>
<tr>
<td>Test set 4</td>
<td>16.13%</td>
<td>18.21%</td>
<td>36.75%</td>
<td>53.22%</td>
<td>22.42%</td>
<td>27.13%</td>
</tr>
</tbody>
</table>

Table III: Average accuracy results between baseline and proposed method

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>20.16%</td>
<td>37.98%</td>
<td>26.12%</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>21.69%</td>
<td>54.29%</td>
<td>30.73%</td>
</tr>
</tbody>
</table>

4 test set from 4 linguistic experts. We calculate accuracy of keyword extraction result by correct extracted keyword and partial matching with goal.

B. Experimental Results

From experiment setting, the accuracy results on extracted keywords compare by the goal annotation of linguistic experts. When we compare the results between baseline and the proposed method, which keyword extraction based approaches, it shows the higher performance with 26.12% and 30.73%, respectively. The proposed method has higher accuracy than baseline (4.61%) as follows Table II and Table III.

C. Discussion

According to the experimental results, the proposed method for efficient Thai keyword extraction. The process of word formation can improve keyword extraction result and increase accuracy of extracted keyword correctly. On the other hand, the limitation of this work is the dataset whose from social online. There are having the noisy text such as insertion, transformation, transliteration and onomatapoeia. The noisy text has impact be domino effect in system. For an example case in morphological analysis is affected with result of segmented word and part-of-speech incorrect, that are coming from unknown words. According to the recall score, it can be seen that the percentage of proposed method is higher than baseline by 16.31. It show that the coverage of the proposed result is better than the baseline.

V. CONCLUSION

This paper presents a method to get the information retrieval of Thai laguage in the keyword extraction process of TextRank algorithm. This proposed method works as a pre-process along with a segmenter. The proposed method was developed by using the word formation. We use part-of-speech information and compound noun pattern for combine them to noun phrase. There increase accuracy of keyword extraction using TextRank algorithm. The experimental results show that the accuracy of the proposed method higher than baseline. In future work, we will apply semantic to include in TextRank algorithm for calcuration the score to enhance the accuracy of the information extraction system.
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Abstract— This paper present a model for predicting the behavior of customers in an intelligent manner in the form of customer credit risk for use in decision making for executives in business organizations by applying data mining techniques. Machine learning techniques, which is an important technique that is the heart of artificial intelligence (AI). Decision Tree model that is is analyzed for credit risk of customers in business organizations which consists of six attributes, the number of customers of 1,100 records. The risk is classified into three class, namely, low, medium and high. Our model analysis can be done with accuracy of 85.82% of the customer genius in the form of risk to credit customers of the trading organization has been developed to support the decision making of executives more quickly and more effectively.

Keywords— intelligent, credit service, behavior, forecast, risk.

I. INTRODUCTION

Intelligent customer behavior predicting system as a result, the credit risk of customers is increasing and therefore the business Intelligence system has been developed to help make the decision of organization more systematic and automated [1]-[4]. When the business intelligence system began to play an extensive role in many fields in both public and private careers causing organizations to bear the pressure to plan appropriate strategies to achieve the objectives of the organization and with changing circumstances [5], [6]. Including the methods and steps of the decision-making process in order to respond appropriately and quickly [7].

Although the current technology will change in terms of mining data management [8], [9] and faster database connections creating more complex models [10] or models and analysts need to learn about AI (Artificial Intelligence) system [11],[12], which is artificial intelligence more, is a program that has been written and developed to be intelligent, capable of thinking, analyzing, planning and making decisions by processing from large databases such as amazon Alexa and Siri. Therefore, any type of work that is working as a model can be replaced by all Artificial Intelligence whether driving, accounting or financial analysis, investment and credit, even complex tasks [13]. Must use analytical thinking and can be replaced as well for the financial technology industry. AI is widely used [14],[15], whether it is a business of borrowing money, insurance business, debt collection or credit scoring. If we know how to use AI technology to be useful and always adjust to develop their knowledge and skills will be able to generate many income as well business [16],[17]. Intelligence helps transform the data into information [18], knowledge, and finally users can make intelligent business decisions [19] and take action into the intelligent behavior predicting system to know the risk of release credit will make accurate credit decisions and the least risk of trading of the organization able to make quick decisions in time for commercial lending to customers of the trading organization.

Therefore, this paper is interested for developing a system to predict the behavior of customers in a smart way. In the form of credit risk, the customers of the trading organization to support the predicting and management decisions. The technique used is Decision Tree relies on customer group data of the trading organization from the information system of the trading organization to display both forms, summary tables, graphs, and predicting results of future sales organizations in order to increase the efficiency of data analysis for better quality.

II. RELATED THEORIES AND RESEARCH

Different predictions for each problem are different. In predicting each problem [20], it should be considered important factors. Especially the risk of lending to customers of the trading organization and analyzing customer classification qualification type [21], customer satisfaction along with the classification of consumers according to the consumption motivation.

A. C4.5 Decision Tree

From the research of intelligent behavior predicting systems for customers will see the credit risk characteristics of the trading organization to support the predicting and decision making of executives from the decision tree process will be divided into two types:- regression tree for regression and classification tree for classification or sometime call the
Decision Tree for types: CART [22, 23]. How to do Decision Tree gradually divide the data into two parts (recursive binary split) from the bottom of the tree, called the root node and chase up to the leaf node in the Fig. 1 on the left and make a prediction, target variable with a simple method: use the mean value of the target variable node by split. The data from the root node to the leaf node is done until the specified condition is obtained. Such as the depth of the tree, not more than 10 layers (max dept) or number b data in each of the divided or leaf node a minimum five observations or min sample as shown in Fig. 1.

![Fig. 1: Example of prediction with decision tree from ISLR sixth printing.](image)

The principle of dividing data in each node for information that contains k feature and observation is as follows. Select 1 feature from k feature to sort the data with the value of the selected feature.

Find all possible split points from the data. N observation can find points for dividing possible data n-1 points (simple idea if min sample = 1).

For dividing each data as possible, calculate the Residual Sum of Squares (RSS) from prediction, target variable with the mean of target variable in each group.

$$
RSS = \sum_{j=1}^{J} \sum_{i \in R_j} (y_i - \hat{y}_{R_j})^2,
$$

Eq-1:

- \( R_j \) = each group of observation is divided into all J groups (here is \( J = 2 \)),
- \( y_i \) = target variable,
- \( \hat{y}_{R_j} \) = prediction values in each group calculated.

Gini impurity is a measure of impurity or the purity of the class in each data group divided by each split point for a binary classification problem with a target variable of 0 or 1. A good split should have two groups of data that can separate class 0 with class 1.

Come out clearly in each group. The more you can classify the target variable, the lower the Gini impurity value.

$$
G = \sum_{k=1}^{K} \hat{p}_{mk}(1 - \hat{p}_{mk})
$$

Eq-2: Gini impurity equation

- \( K \) = number of classes. Here \( K = 2 \).
- \( \hat{p}_{mk} \) = proportion or % of class k within group \( m \).

If in group or in the node that can be divided, can separate class of target variable can be issued for 1 pure class, which will cause impurity = 0 because the \( \hat{p}_{mk} \) value of that class is equal to 1. Puts the values in brackets = 0 and other classes are equal to 0 making the values outside the brackets = 0.

### B. Literature Review

A. Gahlaut, Tushar and P. K. Singh, [24] present customer classification in banking systems is a classification of customers in the banking system of Iran according to the form of credit risk. They used TOPSIS to rank the list of applicant credit checks in the Refah Bank after calculating the significant coefficients of each study indicator about real customers according to TOPSIS and the steps of actual customer data that are 103 new customers that have been checked. The results of the ranking show that only 98 suitable predictions and 5 wrongs forecasts are credited with 95% accuracy of all new customers.

S. Kurniawan, R. Kusumaningrum and M. E. Timu [25] studied a classification of customer satisfaction attributes: An application of online hotel review analysis is the classification of customer satisfaction properties: the application of online hotel review analysis. In order to classify the characteristics of customer satisfaction with hotel services, empirical data is collected through Daodao.com, Chinese brand. Online travel review website tripadvisor.com Depending on the message set and content, the analysis found. That The features that create customer satisfaction with hotels are hotels, places, rooms, services, food costs and facilities. The features associated with 7-dimensional hotels are the most important and food availability, value and facilities are not as important as the role of hotel services.

A. L. M. Cruyt, A. A. Ghobbar and R. Curran [26] proposed to analyze to classify low cost airline customers by using service marketing mix factors (7Ps) by assuming the airline A is the airline of the Thai people and the airline B will be the airline from abroad. To analyze statistical data by allowing 225 airlines each. Samples of Don Mueang airport from 450 questionnaires were processed by using the SPSS statistical program for low-cost airline service behavior. It was found that most of the objectives of traveling for leisure travel were 169 persons to 37.60% and followed by the purpose of traveling for work and business, 146 persons to 32.40% and traveling frequency is 1 year. -2 times, with the highest number of 356 people, 79.10% and traveling on weekends and public holidays 268 people to 56.60%.

K. Boonthsomsait and S. Junghawan, [27] show a classified online music service customer groups streaming in Thailand, in six groups, and 400 sample groups by using questionnaires by age 5, by submitting questionnaires on
websites related to this subject. The result is a group: Group (1) of non-primary customers in the range of 36-40 years of age, using only a trial, spending very little. Group (2), IT specialists are 18-36 years old, are students and private employees. Where the income is still low It is easy to press, a few buttons can be used. Group (3), the general user group is in the age range of 26-30 years. It is used during trial and continuous use and the cost is moderate. Group (4), innovation group is the main customer who accepts new technology in the age range of 31-40 years, high quality, not monotonous, original service, reasonable cost. Group (5), current group high yield group Not sensitive at the price range between 36-40 years old, influenced by media sharing per group. The last one, age under 18 years is a potential group. Use the service quite high Is a group of young students / students.

H. Amroun, M. H. Temkit and M. Ammi, [28] proposed the relationship between consumer innovation and behavior watching and accepting the repertoire of drama that is an online by using the relationship test between consumer innovation and the behavior of watching TV drama online and acceptance of the repertoire that is retro a total of 400 study samples were used to watch online TV and were aged between 18-35 years old, mostly female 78.50%, male 21.50%. The results showed that Most of the sample groups have a bachelor's degree education and occupation of students and students, with the majority of sample groups having an average monthly income of less than 10,000 baht.

III. METHODOLOGY

Research is a system for predicting the behavior of customers in an intelligent manner. Will see the credit risk characteristics of the trading organization There is a plan for data preprocessing. The steps are as follows.

Step 1: we start with the data collection in the form of 2 types of storage is:-

Primary data is the original report that is currently in use in the organization which is a basic report that executives can use immediately. Which is in the form of presentation as show in Fig. 2.

Fig. 2. Sample of the original customer’s behavior database.

Secondary data (secondary data) is the collection of additional information from the trading organization's information system, such as individual customer data. Total sales data trading conditions with financial and accounting files, etc. from table 4, collect all customer data collecting data includes 1,100 customer data and six attributes as shown in Fig. 3.

Fig. 3 Sample of customer’s behavior database after cleaning step.

Step 2: the data cleaning process are used for cutting irrelevant data such as topic for quality in data analytic process. Then use the typed search filter improve all six attribute.

Step 3: the data analysis is to send data, click on the open File button, select the file to input all of data set 1,100 records by cutting order “No.” There are six attributes already mentioned by Decision Tree.

Step 4: the result of each attribute according to rules created from trees help decide from this tree view above. The architecture tree of our system illustrate in Fig. 4.
Fig. 4. Show a tree of an intelligent credit service risk predicting system based on customer’s behavior.

**Rule 1.** The number of 1,100 customers has already paid 662 people. Not yet paid 448 because the payment is not yet due, therefore the risk is low or no risk at all.

**Rule 2.** The 448 unpaid customers and the organization provide additional credit and not yet paid 263 unpaid time, therefore low risk.

**Rule 3.** Customers who do not pay 448 and the organization does not provide additional credit. Not yet due to pay a small amount and exceed the amount of payment time: therefore, there is a high risk.

**Rule 4.** Customers that the organization provides additional credit in the number of 263 customers who do not have 6 conditions, a little more than payment, low risk.

**Rule 5.** Customers that the organization does not provide additional credit in the number of 185 customers who did not perform the conditions, 31 were in excess of the payment period: high risk.

All of this rule of C4.5 algorithms for prediction the credit risk of customer with six attributes are shown in Fig.6.

IV. EXPERIMENT RESULTS

Intelligent customer behavior predicting system in the form of risk to credit customers of the trading organization for the support and predicting of customers in the trading organization by using sales data and registering each customer as a database use the organization’s information system to analyze through the business intelligence system with C 4.5 algorithm. The customer’s behavior data set amount of 1,100 records are used for contribute prediction model. We design our experimental with 10-folds cross validation. The results show as in Table I. For accuracy rate of the risk predicting system based on customer’s behavior are show in Table II.

**TABLE I. THE ACCURACY BY CREDIT’S RISK CLASS**

<table>
<thead>
<tr>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.992</td>
<td>0.411</td>
<td>0.863</td>
<td>0.922</td>
<td>0.923</td>
<td>Low</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.606</td>
<td>0.000</td>
<td>0.160</td>
<td>Medium</td>
</tr>
<tr>
<td>0.975</td>
<td>0.033</td>
<td>0.832</td>
<td>0.975</td>
<td>0.898</td>
<td>High</td>
</tr>
</tbody>
</table>

**TABLE II. THE ACCURACY RATE**

<table>
<thead>
<tr>
<th>DETAIL</th>
<th>RECORDS</th>
<th>RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly Classified Instances</td>
<td>944</td>
<td>85.8182 %</td>
</tr>
<tr>
<td>Incorrectly Classified Instances</td>
<td>156</td>
<td>14.1818 %</td>
</tr>
<tr>
<td>Kappa statistic</td>
<td>-</td>
<td>0.6207</td>
</tr>
<tr>
<td>Root mean squared error</td>
<td>-</td>
<td>0.2818</td>
</tr>
</tbody>
</table>

Confidence in this perspective without having to face very high risk or very little risk in providing credit to customers.
The results for intelligent behavior predicting systems in the form of risk to credit customers of the trading organization from 1,100 corporate customers to forecast and make executive decisions in deciding to release each client’s credit in conditions that are not the same from the differences in customer behavior. Therefore, it can be seen that the organization can make predictions in advance and the decision to release credit is accurate or up to 85.82% and is not accurate or lacks confidence only 14.18%. Therefore, the intelligent behavior predicting system for customers is a support for predicting customers in the trading organization and increase the efficiency in analyzing and planning the management of executives in making loan decisions for customers in the trading organization without risk or risk of having bad debts from customers in the trading organization.

Suggestions for intelligent behavior predicting systems for customers in the form of risk to credit the customers of the trading organization in the Software Weka system can use six attributes to forecast the J48 technique to support the predicting of customers in the trading organization and increase the efficiency of the analysis and planning of the management in deciding to let customers in the organization continue. And it is a view that increasing sales without risk or risk Therefore holding the system to predict the behavior of customers in an intelligent manner used to make decisions of corporate executives in lending to customers.
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Abstract—In this paper, the machine translation models were applied to the Thai-English and English-Thai machine translation task. We investigated three models of machine translation on Thai and English sentence pairs. The translation performance of the transformer model is better than that of the recurrent neural network and the traditional statistical machine translation models. We found that the BLEU scores of the transformer model were the highest in both Thai-English (44.22%) and English-Thai (46.48%) translations. Besides, the results were also analysed linguistically. In comparison with the three models, the errors about detailed description and wrong word ordering were mostly found in the SMT model, whereas wrong word choice and missing words were mostly found in the RNNs model. Although the transformer model could perform much better than others, three error categories—under-translation, over-translation, and incorrect lexical choice—were also found.
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I. INTRODUCTION

Owing to the different language families, any characteristics of Thai and English languages are not the same. For instance, verb inflection, word segmentation, and sentence boundary occurs in English, whereas those are not found in Thai. These are extremely challenging for the machine translation between Thai and English languages. Machine translation is the usage of the computer system to achieve the automatic translation from one language into another. From the survey, we found that there has been researches on English-Thai translation by using the rule-based method [1]. The rules are stored in a database for retrieving as a guide for translation. T. Chimsuk [2] proposes a Thai to English framework. The framework can be added a pattern of the language to the system. The system produces the corresponding patterns between Thai and English language. The machine translation research for Thai language has been continuously developed.

Presently, Transformer mechanism is the state-of-the-art machine translation. The transformer model has been proposed by Google researchers in 2017 [4], which can improve the deficiency of RNNs on attention mechanisms. In addition, this new architecture achieves better results in various tasks of NLP than Neural Machine Translation (NMT) [5], the previous method, based on deep neural networks, i.e. Recurrent Neural Networks (RNNs) [6].

In the late 1980s, Statistical machine translation (SMT) was introduced by the researchers at IBM's Thomas J. Watson Research Center [7]. The translations are generated on the basis of statistical models and their parameters are derived from the analysis of bilingual text corpora. However, such an approach has always been mentioned until now, due to its simplicity and effectiveness.

This paper aims to investigate the three models of machine translation on Thai and English sentence pairs. In addition, we provide systematic analyses of each model on different patterns of source texts.

The rest of our paper is organized as follows. In section 1, we give an overview of the research area. In section 2, we describe machine translation models. The performances of three models were investigated and analysed in section 3 and section 4. The last section is the conclusion.

II. MACHINE TRANSLATION MODELS

A. Statistical machine translation

Statistical machine translation (SMT) is a corpus-based approach for machine translation which utilizes the concept of probability to find the best translation (y) of a given source sentence (x). Generally, this process is defined as follows.

\[ y' = \arg \max_p p(x|y)p(y) \] (1)

The \( p(x|y) \) and \( p(y) \) are the translation and language models respectively. Phrase-based translation models are widely used in many machine translation services. More advance systems prefer to operate on hierarchical phrases [8] and even more complex like trees on source side i.e. F. Zhai et al. [9] and Y. Bengio et al. [10]. For the language modeling, it is possible to model with n-gram or recurrent neural network approaches [11]. In this work, we observed only the conventional SMT approach as described in S. Lin et al. [12].

A main shortcoming of conventional SMT systems is the way that words are represented, usually with strings or symbols. This kind of representation limits the model to find hypotheses pairs which are exactly matched with the given phrase. Some attempts have been explored more on finding hypothesis by using string similarity [13].

B. Recurrent neural machine translation

A recurrent neural network (RNNs) we used in this work was proposed by D. Bahdanau et al. [13], called RNNSearch. We briefly review the design of the architecture of RNNSearch here.

The encoder is bi-directional gated recurrent neural network. The hidden state sequences of forward direction \( (\vec{h}_1, \vec{h}_2, \ldots, \vec{h}_i) \) and of backward direction \( (\vec{h}_1, \vec{h}_2, \ldots, \vec{h}_i) \) are stacked to form the annotation vector \( [\vec{h}_1; \vec{h}_i] \). The decoder is two steps gated recurrent neural networks. The decoder is another recurrent neural network to produce target
words. More specifically, the decoder generates the next word from the conditional distribution as formulated by

\[ p(y_i | s_j, y_{<i}) = \text{softmax} \left( g(s_j, c_j, y_{<i-1}) \right) \]  

(2)

where \( g \) is linear transformation of the current decoder state \( s_j \), source representation for time \( j \)-th \( c_j \) and the representation of previous target \( y_{<i-1} \). Note that source representation \( c_j \) is weighted sum over source annotations which is computed by

\[ c_j = \sum_{t=1}^{l} \alpha_{ij} h_t, \]  

(3)

where

\[ \alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{t=1}^{l} \exp(e_{kj})} \]  

(4)

\[ e_{ij} = \nu^2 \tan h(U_s s'_j + W_d h_i) \]  

(5)

Note that \( s'_j \) is the intermediate hidden state at time \( j \)-th as formulated by

\[ s'_j = \text{GRU}_j(y_{j-1}, s_{j-1}) \]  

(6)

Then, decoder hidden state is calculated by the second GRU

\[ s_j = \text{GRU}_2(c_j, s'_j) \]  

(7)

To train RNNs, a training set consists of \( S \) sentence pairs \( \langle x^{(s)}, y^{(s)} \rangle \) \( s=1 \), and the training objective is to maximize log likelihood w.r.t model parameter \( \theta \).

\[ \mathcal{L}(\theta) = \sum_{s=1}^{S} \log p(y^{(s)} | x^{(s)}; \theta) \]  

(8)

\[ = \sum_{s=1}^{S} \sum_{j=1}^{f(s)} \log p(y_j^{(s)} | p_j^{(s)}, y_{j-1}^{(s)}, c_j^{(s)}) \]  

(9)

C. Transformer-based Neural Machine Translation

We briefly give an overview of Transformer machine translation in this subsection. Transformer [4] is a new encoder-decoder architecture entirely relying on the attention mechanism and feed-forward neural network. For the encoder part, the Transformer network encodes the input sequence with self-attention mechanism. The encoded output of self-attention is computed by:

\[ \text{Attention}(Q, K, V) = \text{softmax} \left( \frac{Q K^T}{\sqrt{d_k}} \right), \]  

(10)

where \( Q, K \) and \( V \) are query, key and value of a specified layer respectively. In the encoder, \( Q, K \) and \( V \) are the same, which is word embedding of an input sequence packed together. This method allows the encoder to model global dependencies efficiently.

For the decoder part, two types of attention mechanism are applied i.e. decoder self-masked attention and decoder-encoder attention. Self-masked attention is very similar to self-attention in the encoder part except that only the left side of the current position is allowed to be attended, because it is necessary to preserve auto-regressive property of the decoder which generates output from left to right. The decoder-encoder attention layer uses the decoder hidden states as \( Q \) and uses encoder output matrix as \( K \) and \( V \).

In practice, \( Q, K \) and \( V \) are divided into smaller chunks, specified by number of heads. Then, outputs of attention in each chunk are calculated independently. Those outputs will be concatenated to form the final matrix. With self-attention, each position can compute its output in parallel. The training process of Transformer is the same as of RNNSearch.

While the recurrent-based encoder allows a position to be seen by other nearby position, which can be seen as local context modeling. Transformer model allows each position to expose freely to other position without long distance limitation.

III. EXPERIMENTAL SETUP

In this paper, we did the experiment by using the Thai-English bilingual parallel corpus collected by National Electronics and Computer Technology Center (NECTEC), Thailand. The number of this corpus is 641,533 sentence pairs in various domains. The corpus was preprocessed and then divided into a training set (513,226 sentence pairs), a development set (28,307 sentence pairs), and a test set (100,000 sentence pairs). Preprocessing tasks included Thai corpus word segmentation. This corpus information was shown in the following table.

| Table I. EXPERIMENTAL CORPUS |
|-----------|-----------|-----------|----------|-----------|----------|
| corpus    | sentence  | word      | training | development| test     |
| Thai      | 641,533   | 11,088    | 513,226  | 28,307    | 100,000  |
| English   | 641,533   | 12,080    | 513,226  | 28,307    | 100,000  |

We adapted byte pair encoding (BPE) [14] to pre-process Thai and English corpora. The neural machine translation models used in this paper were consistent in the basic parameter settings. Because each model had its own structure, it was difficult to achieve consistency in terms of performance of parameters. In addition, the parameters tuning in each model were adjusted to achieve of the highest performance. As the aforementioned reason, we used the transformer based on the fairseq modeling toolkit [15]. We also used the Bilingual evaluation understudy (BLEU) score [16] for performance evaluation.

IV. EXPERIMENTAL RESULTS

To verify the performances of machine translation models on Thai-English and English-Thai translations, based on the same corpus, three machine translation models – SMT, RNNs and Transformer models – were used in this experiment. The experimental results are shown in 2 issues that are the overview of the results and the performance of the transformer model.

A. The overview of the results

The overview of the results consists of the BLEU scores of all tested models, as shown in Table 2, and the samples of Thai-English and English-Thai translations for each model, as shown in Table 3 and 4.
As the above table, it shows the BLEU scores of three machine translation models used in this experiment. It was found that the RNNs model did well in Thai-English translation whereas the SMT model did well in English-Thai translation. However, the model performing best was the transformer model scoring with nearly 50%, the highest BLEU scores, for both Thai-English and English-Thai translations.

According to the aforementioned performance scores, the error analysis had been done. Mostly, the translation results of the transformer model were satisfying and consistent with the reference source. For the SMT model, its results were quite close to the reference source, but the errors about detailed description and wrong word ordering were found most. In contrast, although some translation results were rather similar to the reference source, it was very surprising that wrong word choice and missing word translation were mostly found in the RNNs model.

To clarify the above translation results and any found errors, it could be seen in Table 3 and 4. For Thai-English translation results in Table 3, it was found that the results of the transformer model were similar to the reference translations, while the ones of the SMT model were slightly different. It translated by using detailed description, which was “a school for the maintenance of orphans”, in Example 1; however, it could translate like the reference translation in Example 2. Contrarily, the translation results of the RNNs model were wrong by using the incorrect word “infant” instead of “orphan”, in Example 1, and missing many words in Example 2.

For English-Thai translation results in Table 4, it was found that the results of the transformer model were also similar to the reference translations. The SMT model translated incorrectly by ordering wrong word positions in Example 1, which was that, in fact, the word “ความเร็ว (speed)” had to be after the noun “นิ้วมือ (sprained finger)”; nevertheless, it could translate like the reference translation in Example 2. Contrarily, the translation results of the RNNs model were wrong in both Example 1 and 2. The word “ความเร็ว (speed)” were wrongly used instead of “นิ้วมือ (sprained finger)” in Example 1, and the predicate of the sentence, consisting of a verb and an object, was missed in Example 2.
Secondly, after analysing the error of Thai-English and English-Thai translations, we found that there were 3 error categories: under-translation, over-translation, and incorrect lexical choice, which occurred in both Thai-English and English-Thai translations. The first error type was under-translation which was that some words missed in the target language. The examples of under-translation were shown in the below table.

As in Table 5, there were some missing words in both Thai-English and English-Thai translations. For Thai-English translations, only the phrase "south coast" (east) was translated, whereas the word "saddle (east)" missed. For English-Thai translations, each meaning of the words "saddle" and "sore" were translated. In fact, a prepositional phrase "from sitting a long time" should be used for combining the words "saddle" and "sore" for clear description, so this phrase "saddle sore" should be translated as "a sore from sitting on a saddle for a long time". The second error type was over-translation which was that unnecessary words, phrases, or clauses were added in the translation result. The examples of over-translation were shown in the below table.

As in Table 7, wrong word choice occurred in both Thai-English and English-Thai translations. For Thai-English translations, the word "expensive" was over-translation. Lastly, it was incorrect lexical choice which was that the chosen words for the translation were wrong, as shown in Table 7.

As in Table 7, wrong word choice occurred in both Thai-English and English-Thai translations. For Thai-English translations, the word "expensive" was over-translation. Moreover, the word "nonsense writer" was obviously wrong. Owing to automatic machine translation, incorrect word choice could occur.

To sum up, the performance of the transformer model could be described from its BLEU scores and error analysis. In general, the model was quite good, proved by its BLEU scores with more than 90%; however, the second level of BLEU scores showed poor translation as its scores were between 10-20%. After the error analysis of Thai-English and English-Thai translations, three error categories which were under-translation, over-translation, and incorrect lexical choice were found. Achieving the errors as stated, the transformer model should give better translation results.

V. CONCLUSION

In this paper, statistical machine translation (SMT), neural machine translation (RNNs), and transformer models were used in Thai and English translation tasks. Through comparison, findings are as following:

1) Although the translation from RNNs gave very impressive output, there were still some limitations. Most of RNNs systems could produce more fluent translations than SMT. But, in some case, RNNs lost the original meanings of its sources [17][18].

2) Translating long sentences is one of the main problems in RNNs because the decoder only generates output from left to right. If an incorrect word is generated in the first half of the output, the second half cannot recover easily when long-term dependencies exist.

3) For some low-resource languages, the translation quality of RNNs does not yield better than SMT [19]. So, training RNNs is a challenging topic.
4) We explored transformer to be compatible with SMT and RNNs models. We found that the transformer yielded the best results based on our dataset.

5) The errors about detailed description and wrong word ordering were mostly found in the SMT model.

6) Surprisingly, the errors about wrong word choice and missing word were mostly found in the RNNs model.

7) Sentence structure types or sentence complexity did not affect any translations errors of each model.

8) The performances of the transformer model were much better than others.

9) Three error categories found in Thai-English and English-Thai translations were under-translation, over-translation, and incorrect lexical choice.
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Abstract—This paper illustrates the use of Fun Hint Game applications for special children on smart devices. The sample of this experiment were 13 special children from Child Welfare Place with Brain Disabilities Ratchaburi Province, Thailand. The propose of the research were to 1) to design and develop Fun Hint Game application for special children 2) to find the performance of Fun Hint Game applications for special children 3) to compare achievement of students after learning through Fun Hint Game applications for special children on Smart Devices 4) study the level of satisfaction of students towards the Fun Hint Game applications for special children. The results of the research were 1) applications for the special children game on mobile devices were effective for use 2) achievement of students after learning through Fun Hint Game applications for special children higher than before, with statistical significance at the level of .05 3) the students’ satisfaction with the fun hint game for special children on mobile devices was at the highest level (X = 4.54, S.D. = 0.67)

Keywords—special child, smart device, applications

I. INTRODUCTION

Special children were children that were different from other children of the same age, physical, developmental, intellectual and cognitive ability, and behavior [15]. Special children were divided into 3 main groups which were, 1) children with special abilities, 2) children with disabilities, 3) Poor and underprivileged children [17]. The Ministry of Education has defined the categories and criteria of 9 types of people with disabilities: 1) persons with visual disabilities, 2) persons with hearing impairments, 3) persons with intellectual disabilities, 4) persons with physical disabilities, 5) persons with learning disabilities, 6) persons with speech and language impairments, 7) persons with behavioral or emotional disabilities, 8) autistic person and, 9) persons with disabilities [10]. In this research, we have chosen to develop media for people with learning disabilities. Which were considered as one of the nine defects in children that require special care. The development of learning media to be used with a group with learning disabilities (Dyslexia) is an abnormal learning language that results in the ability to read, spell or write books. There are problems with the separation of the letter sounds and the letter sounds to the different words, which sufferers have this level of intelligence and normal vision. Able to study like a normal person It just requires a lot of effort and takes a long time to read the book [13]. Therefore, developing applications on mobile devices such as mobile phones or tablets That can promote learning and help children develop some of their basic skills by being an application that has the ability to interact And draws students' attention [14]. When the students have fun, it will increase the efficiency of learning.

II. RELATED LITERATURE

Special Children comes from the word “children with special needs” is for children who will need extra support, additional services and also need added guidance in daily routine, social, and academic for improving their potential. Helping program is basis on their individualized or the children’s specific need. Special Children were divided into 3 main groups, 1) Children with special abilities, there are less care of helping or seriously developing because most people think they’ve got abilities or able to survive by themselves but in fact, this is more added pressure to them by expectation how they could have more abilities or learning method. Normal learning method is not satisfy their needs, and may causes boredom also restricted special abilities to be limited. 2) Poor and Underprivileged Children are poor children in poor families those lack of growth factors and learning abilities including disadvantaged in education children due to other reasons such as street children, being used for labor or alien child. 3) Children with disabilities [17]. The Ministry of Education has defined the categories and criteria of 9 types of people with disabilities: 1) persons with visual disabilities, 2) persons with hearing impairments, 3) persons with intellectual disabilities 4) persons with physical disabilities, 5) persons with learning disabilities, 6) persons with speech and language impairments, 7) persons with behavioral or emotional disabilities, 8) autistic person and 9) persons with disabilities [10]. Each group of those mentions are special children with special needed. They should have been received more additional care with essential methods which is different from usual in case of helping them to develop their potential, in order to meet healthy physical, great mental, equal in education and social acceptance [17]. “Children with special needs” means to special children who need specialized education method in different way from the usual methods, both in contents, learning methods, evaluation and also teaching materials. However, Physical defects, Cognitive impairment, Emotional and Society need to stimulate and pushing them to suitable teaching methods on the basis of children individualized need. “Intellectual disability children” are slower development than normal children. Intelligence measurement is lower than General. “Intellectual disability children” may have personality problems or lack of self-confidence due to failure at work and must rely on other, can’t learn abstract or complicated things. So the general teaching methods doesn’t suit them.
This research is purpose for developing teaching materials by designing into games and trial only with Learning Disabilities. The importance of designing learning through games was considered to be the use of educational innovation, with the use of interactive and entertaining forms of games to be combined with content within subjects that require students to learn. Designed in a combination style that will enable students to gain both knowledge and enjoyment at the same time [5]. Teaching using games is a teaching-learning process that is student-centered is a game that is played for learning. The objective is for the learners to learn while or after playing the game. Causing learners to have meaningful learning according to the specified objectives by allowing students to play the game according to the rules and use the results of the students’ games to use in summarizing the learning [12]. The game structure consists of 3 main components, which are 1) challenges 2) responding and 3) have the feedback to players [8]. The used of games to help increase learning of students. Will enable the learners to learn as much as possible as in figure 1.

![Game Based Interactive Learning 95%](image)

**Fig. 1.** The importance of learning through games compared to other forms of learning [5].

Most of Educational handle games are emphasize about game participating and leading to learning achieve. The highlight of game is student will play over and over again. Including 3 main parts; Input, Process and Outcome. There are 2 parts of Input process, 1) contents 2) characteristics of game (the game processing is follow by the game system such as 1) User Judgment 2) User Behavior and 3) System Feedback. The ultimate result is learning outcomes [7] according to figure 2.

![Game Cycle](image)

**Fig. 2.** INPUT-PROCESS-OUTCOME Game Model

### III. METHODOLOGY

Mobile devices such as smart phone and tablet that widely used recently. Many students bring theirs to school, it’s the age of applications generation [6]. In general, people used these devices in messaging, searching, socializing or playing games. Due to many applications about education, mobile devices can enhance learning for example game applications, game developing also game design should define objective, improving model and test all the game parts. Those mentioned process can apply for a good learning process design and define sub purpose to create model for object test development from prototype [16]. Vocabulary is the first basic language unit for student because it is the main element for listening, speaking, reading and writing. In addition, knowing vocabularies and meaning will lead students create new phrases and sentences by learning from small units to large. It can be seen that learning vocabulary is important for language learning [11]. This research is an Experimental Research and the target group is 13 children with learning disabilities from the mental and intellectual disability home, Ratchaburi, selected by Purposive Selection. In this research were to developed Fun Hint Game for special children on mobile devices has the following process.

1) **Study information of special children in the research.** the research was chosen with special children in the group of people with learning disability. Syndrome of children with problems or lack of learning skills which consists of reading and writing and math impairments and Reading Disability group with reading skills slower than children of the same age who have similar experiences and learning. The impaired skills of this group of children are disability in reading words correctly lack of fluency in reading. There is a particular term for this group of people with disabilities, which is dyslexia. reading disability also includes disorders in reading comprehension [18].

2) **Game design and composition procedures.** The researcher therefore designed a game of hints for special children on mobile devices. By creating challenges through a hint game developed with Action Script 3.0, responding to players via the touch screen of mobile devices such as tablets and smartphones. That uses the Android operating system. In the vocabulary design the researcher has analyzed the ability of the sample. Vocabulary selection criteria should be simple word and easy to learn, often use in daily life [11]. Studying from the research of Yu-Ju Lan, Hsiao, I. Y. T., & Mei-Feng Shih. (2018) the research is about children with communication disabilities. They created 3D virtual learning media about virtual life (Second Life) by simulate vary places and surrounding that concern children’s experience such as kitchen, dining room, convenience store, play ground, school health center, zoo, supermarket, local market, night market, public area and [20]. Therefore choose vocabulary in everyday life and are quite simple words. Since researcher realize those vocabularies are in children’s daily life, multimedia has been brought to motivate and encourage them such as sound and picture or comics [3][9] as figure 3 from application below.

![Game Cycle](image)

**Fig. 3.** Game Cycle Application
In the design of Fun Hint Game for special children on mobile devices has defined 3 categories as follows: 1) item categories including appliance in regularly used for example school bag, fan, etc, 2) animal categories are animals as Monkey, Lion, Elephant, etc. and 3) fruit categories consist various types of fruit such as guava, watermelon, durian and etc. Real pictures are being used together with vector graphics to make the game more interesting.

Each category has 2 levels. Allowing gamers to enter the game in each level. In which level 1 will be a hint game with pictures provided and the gamers will drag the consonants into the correct words as shown in the picture. When the required words have been completed, will continue to the next word. After that, will pass to level 2. Gamers must choose the picture that matches the vocabulary shown.

3) System Feedback. When players answer wrong questions or correct answer the game will respond to players, if the word bounce back to the beginning as telling learner the answer was wrong. And collecting points for playing at each level in order to process the data. Take the application to test with special children. Coordinated with the mental and intellectual care home of Ratchaburi province. To bring the game for students to try. In which the samples are tested before using the application once the data has been collected therefore began the process of trying to study the application. And keep the test results again after the study by the application is finished.

4) Learning outcome. The last steps were data analysis and the conclusion of the experiment by using the tests in the game to find out the effectiveness and achievement of students.

IV. EXPERIMENTAL

From the experimentation of the application of fun hint game for special children on mobile devices with a sample group of 13 students with learning disabilities of the mentally and mentally disabled children in Ratchaburi province in The result were found 1) the Fun Hint Game Application performance is 75/100, which is higher than the set 75/75 threshold. 2) the comparing the academic achievement of students studying with the Fun Hint Game application for special children on mobile devices, it was found that student achievement after school was significantly higher than before studying at level .05 as shown in Table 1.
3) Bring the questionnaire to inquire about student satisfaction by scale model (Rating Scale) and find the average (X̄) and standard deviation (S.D.). Level determination divided into Level 5 is maximum score, Level 4 is well, Level 3 is moderate, Level 2 is low and Level 1 is the lowest. Criteria for interpretation will use an average of class interval to analysis by concept of Best [1] as details below

<table>
<thead>
<tr>
<th>Evaluation list</th>
<th>N</th>
<th>mean</th>
<th>S.D.</th>
<th>t-test</th>
<th>Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Test</td>
<td>13</td>
<td>7.54</td>
<td>2.40</td>
<td>3.628</td>
<td>.00</td>
</tr>
<tr>
<td>Post-Test</td>
<td>13</td>
<td>10</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results of the study of the satisfaction level of learners on the Fun Hint Game for special children on mobile devices the results show that it is in the highest level as in Table 2.

Table II. Satisfaction level

<table>
<thead>
<tr>
<th>Evaluation list</th>
<th>X</th>
<th>S.D.</th>
<th>Satisfaction level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning applications help students understand the lesson.</td>
<td>4.30</td>
<td>1.25</td>
<td>more</td>
</tr>
<tr>
<td>Learning applications help students achieve their learning goals.</td>
<td>4.61</td>
<td>0.65</td>
<td>most</td>
</tr>
<tr>
<td>Learning applications help promote self-learning skills.</td>
<td>4.84</td>
<td>0.37</td>
<td>most</td>
</tr>
<tr>
<td>Learning applications allow students to participate in comments.</td>
<td>4.30</td>
<td>0.75</td>
<td>more</td>
</tr>
<tr>
<td>Learning applications help to apply knowledge in everyday life.</td>
<td>4.30</td>
<td>0.85</td>
<td>more</td>
</tr>
<tr>
<td>Learning applications help to save time in learning.</td>
<td>4.53</td>
<td>0.77</td>
<td>most</td>
</tr>
<tr>
<td>Learning applications can create interesting atmosphere in the classroom.</td>
<td>4.00</td>
<td>1.15</td>
<td>more</td>
</tr>
<tr>
<td>The use of learning applications is not complicated, easy to understand.</td>
<td>4.69</td>
<td>0.63</td>
<td>most</td>
</tr>
<tr>
<td>The content structure covers the purpose of the application.</td>
<td>4.84</td>
<td>0.37</td>
<td>most</td>
</tr>
<tr>
<td>The application is suitable for students in the age range.</td>
<td>4.46</td>
<td>0.52</td>
<td>more</td>
</tr>
<tr>
<td>The content length of each topic is appropriate.</td>
<td>4.61</td>
<td>0.77</td>
<td>most</td>
</tr>
<tr>
<td>Examples consistent with the application.</td>
<td>4.31</td>
<td>0.75</td>
<td>more</td>
</tr>
<tr>
<td>The language used is appropriate.</td>
<td>4.77</td>
<td>0.44</td>
<td>most</td>
</tr>
<tr>
<td>Application communication is clear in both picture and sound.</td>
<td>4.92</td>
<td>0.28</td>
<td>most</td>
</tr>
<tr>
<td>There is a quiz before and after the lesson.</td>
<td>4.61</td>
<td>0.50</td>
<td>most</td>
</tr>
<tr>
<td>The overall satisfaction level with the application.</td>
<td>4.54</td>
<td>0.67</td>
<td>most</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The result of this study makes it possible to find a game for children with Fun Hint Game application on mobile devices. It is reliable in which 13 students from the sample group from the mental and intellectual disability home Ratchaburi Derived from a specific selection by selecting only students with learning disabilities. Found that students have better academic achievement and were satisfied with the application Fun Hint Game for special children on mobile devices at the highest level. The satisfaction result of user found that the overview is at the maximum level (X = ± 4.54, S.D. = ± 0.67) the most maximum satisfaction field is Communication, clear both video and (X = ± 4.92, S.D. = ± 0.28) and the lowest satisfaction field in this study is Learning, applications can create interesting atmosphere in the classroom (X = ± 4.00, S.D. = ± 1.15), according to the research of Phimchanok [19]. With the introduction of some game design formats such as Word finder and Choose it, which are to find the missing letters of the EasyLexia level 1 and level 2 applications, according to research from [5] to solve children with learning disabilities. And also concern with observations from many research found that game can support learning of children in the age between 6 - 12 years. Game can stimulate children to be more interested in learning even in difficult contents, using game motivation can encourage children pay more attention. [2][4]
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Abstract—This paper proposed the query-by-example word spotting model for handwritten documents with image fuzzification. Fuzzy size of word images was used to size of problem. The number of classes in each set were decreased, which made it is easy to choose parameters. The Pyramid of Histogram of Oriented Gradients (PHOG) feature and Support Vector Machine (SVM) were employed to use in the model. IAM handwritten database was used for evaluating the model. The result demonstrates that the micro precision of model with image fuzzification and without image fuzzification were 35.11% and 23.54% respectively. However, the accuracies of the models were 35.11% and 40.14% respectively. Thus, the image fuzzification can be used for reducing of type one error with slightly accuracy loss.

Keywords—word spotting, query-by-example, fuzzy logic, image fuzzification, support vector machine, handwritten recognition, pyramid of histogram of oriented gradients.

I. INTRODUCTION

The increasingly of the digitalized handwritten documents makes the researchers made the numerous of research in field of computer vision on handwritten documents in the last decade. However, in the computer vision on handwritten documents tasks can be divided into two tasks that are handwritten recognition i.e. pattern recognition on handwritten documents and word spotting [1]. In handwritten recognition, the task is to answer that what is the word of the queried word image. In word spotting, the goal is return all the location of the queried word image in the document. Thus, word spotting method is like searching tool which base on the handwritten recognition model.

The word spotting method can be separated into two methods which are Query By Example (QBE) and Query By String (QBS). In QBE, the samples of query word image are used for training and searching. On the other hand, QBS is used the word string to query and searching in the document. Normally, the word spotting method is composed of these three steps which are pre-processing step, feature extraction step and word matching step. In generally, the pre-processing step is like image enhancement step to make the feature extraction step has more solid feature. Mainly image enhancement is noise removal, image sharpening, gamma normalizing.

In feature extraction step, the word represent features are extracted in various of image features such as Histogram of Orientation Gradients (HOG) [2] feature, Scale-invariant Feature Transform (SIFT) [3], Local Binary Pattern (LBP) [4] features, and so on. In word matching step, the word represent features are matched with the documents word images using similarity measurement techniques or the classifier to consider the word image to return the word occurrences of the document.

The features vector in image recognition has been improving throughout the past decade. Pyramid histogram of orientation gradients (PHOG) [5] feature which was used in smile detection. The cropped mouth images are edge detected by Candy edge detector. Then, the images are divided into the grid of pyramid level and extract the HOG feature in each grid to produce the PHOG features vector. Elastic histogram of orientation gradients (EHOG) [6] is used the elastic meshing technique to divide the cell of the HOG to provide the EHOG feature. Gradient Discrete Cosine Transform (G-DCT) [7] is the feature that perform the DCT on each cell of HOG and the DCT coefficients are composed to the G-DCT features vector.

Characteristic Loci feature [8] is the feature vector that collect the number of intersections in eight directions. HOG and LBP descriptors are used to produce the matrix of Gradient Local Binary Patterns (GLBP) [9]. Furthermore, the feature vector can be encoded or pooled to make the fix size feature vector for arbitrary images size. Mhiri et al. [10] proposed the multiscale feature using spherical k-means and soft-threshold operator to encode the Principal Component Analysis (PCA) image patch. He et al. [11] proposed the spatial pyramid pooling to pool the feature of the convolutional neural network into fix size.

However, most of the researches were aimed to improve the feature extraction and similarity measure techniques. Rarely to have the research that focus on preprocessing step. Thus, this paper proposed the preprocessing step using image fuzzification. The idea is using the size of the images to filter out some words that obviously have different size. In general, size of the same word class should not be widely distributed. However, the various of handwritten style can make the distribution wider. In this paper, we aim to present the QBE word spotting model with image fuzzification. Fuzzy set [12] is the set with real number membership value between 0 and 1 instead of binary membership value in ordinary set.

In this paper, sizes of the sharpened images are used to separate the images into fuzzy sets. Then, the PHOG features vector are extracted on each image in each fuzzy set. Finally, the support vector machine (SVM) [13] is used as the classifier of the model and used as a retriever of word images as well. The rest of the paper is constructed as follow. In Section II, the fuzzy word spotting model is described. The experimental result is presented in Section III. Finally, section IV is the conclusion of this paper.
II. FUZZY WORD SPOTTING

The proposed model comprises four steps that are preprocessing, image fuzzification, feature extraction, and word spotting step. First, the input word images are sharpened by 2D Laplace filter. Then, the sharpened images will be categorized into fuzzy sizes by image fuzzification. In each size fuzzy sets, the PHOG features are extracted with different pyramid levels. Finally, the SVM classifier is trained by represented word image PHOG features vector. In querying, the query word image is do the same procedure as training and the classifier will classify the class of the query word image and then return the word instances that have same class as the query word. The proposed model can be illustrated as Fig. 1.

A. Pre-processing

Document word images could have the tiny word size like “I” word images which can make the feature extraction step faces the extraction issue. Thus, the word images that are tiny size (smaller than 16 pixels width or height) are resized to either 16 pixels width or 16 pixels height regarding the aspect ratio of the image using interpolation. Then, all word images are sharpened by using 2D Laplace filter to detect the edge of the images and subtract that edge images to the original ones to obtain the sharpened images, and the edge detected images can be achieved by convolution the images with the kernel in (1).

\[
\Delta_{ij} = \begin{bmatrix}
0 & 1 & 0 \\
1 & -4 & 1 \\
0 & 1 & 0 \\
\end{bmatrix} \ast I,
\tag{1}
\]

where \( I \) is original image and \( \Delta_{ij} \) is output pixel in coordinate (i,j).

The different of the pre-sharpened image and post-sharpened can be visualized in Fig. 2.

B. Image fuzzification

The sharpened images are categorized using membership function in fuzzy logic. Fuzzy logic is the additional theory of the classical set. In classical set, the membership value of the data is binary. On the other hand, the membership value of the data in fuzzy set is real number in range 0 to 1 (membership value also can be greater than 1 or less than 0 but rarely used.). The general membership function in fuzzy logic are such as triangle function, trapezoidal function, Gaussian function, sigmoid function, and so on.

In this model, we used the trapezoidal function to partition the size pool. Size of the images (width pixels × height pixels) is used as the input in the membership function to add the images into each size pool. As it is fuzzy logic, the images that have size between two size pools are added into both pools. For each size pool, the membership function is tuned by using grid search on the membership function parameter.
The classes of word images in validation data are used for evaluating the size pools. The best partition of the size pool is the partition that achieve the highest number of trained samples in validation data. The membership function of images size of our model is presented in Fig.3.

![Membership function of images size of the model](image1.png)

**Fig. 3.** The membership function of images size of the model. The pool size can be divided into 4 pools which are tiny, small, medium, and large. This partition was obtained by using grid search to tune the membership function.

**C. Feature extraction**

For image on each pool, the PHOG feature is extracted. PHOG feature is like the combination of pyramid representation and HOG feature. In pyramid representation, let n is the number of levels of pyramid. On the base (first level), the representation of this level is original image. On upper level (p level), the image is represented by divide the image into \(2^p\) sub-images which is separated by vertical and horizontal line that make the output sub-images have the same portion. If the image size is \(h \times w\), the window size (l pixels) and strides size (s pixels) on vertical and horizontal to construct the sub-images are defined as (2) and (3).

\[
l_{\text{vertical}} = s_{\text{vertical}} = \left\lceil \frac{h}{p} \right\rceil, \tag{2}
\]

\[
l_{\text{horizontal}} = s_{\text{horizontal}} = \left\lceil \frac{w}{p} \right\rceil \tag{3}
\]

However, width and height of the image can be indivisible and make the window size and length are exceed the original size. Therefore, the image paddings is employed to pad the image to the divisible size. The number of pixels to pad in vertical and horizontal are defined as (4) and (5).

\[
pad_{\text{vertical}} = (p \times l_{\text{vertical}}) - h \tag{4}
\]

\[
pad_{\text{horizontal}} = (p \times l_{\text{horizontal}}) - w \tag{5}
\]

The padding pixels are divided for top and bottom in vertical by \(\left\lceil \frac{pad_{\text{vertical}}}{2} \right\rceil\) and \(\left\lfloor \frac{pad_{\text{vertical}}}{2} \right\rfloor\), and vice versa for horizontal. This scheme is repeated until \(p = n\). Fig. 4, is the visualization of pyramid representation on pyramid level \(n = 3\).

![Visualization of pyramid representation](image2.png)

**Fig. 4.** The visualization of pyramid representation when pyramid level \(n = 3\). (a) Sub-image in pyramid level \(p = 1\) is a original image. (b) and (c) are the representation that when pyramid level \(p\) is greater than 1, the image are divided into \(2^{p-1}\) in vertical and horizontal to produce the sub-images.

The HOG feature is gradient feature that collect the gradient of the image in the orientation bins. The HOG feature extraction is as follows. The image is divided into block and cell which block size is \(2\times2\) cells. The horizontal and vertical gradients are computed to obtain the gradient magnitude and gradient orientation. The gradient computing is computed on each cell and then collect the gradients in the orientation bin(s) by interpolation. Gradient magnitude and gradient orientation can be obtained by (6) and (7) respectively, and horizontal and vertical gradients can be achieved by convolve the image with the following kernels in (8) and (9).

\[
g = \sqrt{g_x^2 + g_y^2}, \tag{6}
\]

\[
\theta = \arctan\left(\frac{g_y}{g_x}\right), \tag{7}
\]

\[
g_x = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix} \ast I, \tag{8}
\]

\[
g_y = \begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{bmatrix} \ast I, \tag{9}
\]

where \(g\) is gradient magnitude, \(\theta\) is gradient orientation, \(I\) is input image, \(\ast\) define as convolution operation, and \(g_x\) and \(g_y\) are vertical and horizontal gradients, respectively.
After gradient computation, the feature is normalized by L1 or L2 normalization. The block is slid by 1 cell size and the process is repeated until the end of the image. The visualization on the HOG word image is illustrated on Fig. 5.

Fig. 5. The visualization HOG feature on word image.

The PHOG feature is using the HOG scheme. Instead of dividing the image into block and cell, the PHOG use the sub-images from pyramid representation as cell and compute the gradients magnitude and gradients orientation. The final features vector is the concatenated of all HOG features in every sub-image.

D. Classifier and Word spotting scheme

In the word spotting scheme, the training word images are used for training in SVM with radial basis function (RBF) kernel. SVM is the classifier that creates the optimal hyperplane in feature space to separate the data, which maximum the distance between each class. The normal hyperplane is defined in (10).

\[ g(\mathbf{x}) = \mathbf{w}^\top \mathbf{x} + b \]  

(10)

when \( g(\mathbf{x}_i) \geq 1 \), if \( y_i = 1 \) and \( g(\mathbf{x}_i) \leq -1 \), if \( y_i = -1 \), and the optimal hyperplane require maximizing the margin \( z \) which can be defined as (11).

\[ z = \frac{1}{\|\mathbf{w}\|} \]  

(11)

Margin can be maximized by minimizing \( \|\mathbf{w}\| \) using Lagrangian multiplier method and solved by quadratic programing. The example of optimal hyperplane is presented in Fig. 6.

Fig. 6. The example of optimal hyperplane [13].

The classifiers for each size pool was created. Pairwise coupling [14] is applied to transform the output into probability of each class. The classifier is used for recognition the query word image. However, the query word can be not trained in the classifier. Hence, probability of the word image is used for validation and rejection the word image.

The rejection probability \( P(\text{reject}) \) can be achieved by tuning the probability in validation data. If the query word’s probability is less than \( P(\text{reject}) \), the model will answer as not found. On the other hand, if query word’s probability is greater than or equal to \( P(\text{reject}) \), the model will classify the trained word images to return the same class word instances. In case of the same image is split into 2 size pools, the membership value is multiplied by SVM probability to obtain the final probability, the model will classify the class that has the higher final probability.

III. EXPERIMENTAL RESULTS

A. Data

The data that used for evaluation is IAM Handwriting Database 3.0 [15]. IAM Handwriting Database 3.0 are English handwritten manuscripts which contain 115,320 isolated word images with 657 writers. Before using the data, we filtered out the punctuation marks (e.g. period, comma, colon, semi-colon, and so on), since there are hardly ever to spotted the punctuation marks. After that, data were split into 3 set corresponding to the IAM dataset defined, which were training set, validation set, and test set that comprised 41,830 images, 12,192 images, and 11,603 images, respectively. Sample images from IAM Handwriting Database 3.0 are presented in Fig. 7.

Fig. 7. Examples of word images from IAM Handwriting Database [15].

B. Model parameters

In Section II, the word spotting method and required parameters of the model was presented. The setting of the parameters can be described as follows.

- The images sharpening that used 2D Laplace filter are relatively too sharp. To soften the sharpened images, the edge images are multiplied by 0.7 before subtract to the edge images are multiplied by 0.7 before adding to the original images.
- In image fuzzification, we defined the size pools into 4 sizes which were tiny, small, medium, large. the membership function that we used in each size pool was trapezoidal function which defined by 4 parts that
are lower limit, upper limit, lower support limit, and upper support limit. Note that, the lower bound of the image size is 0 and infinity is the upper bound. Therefore, the lower limit of tiny size pool is 0 and upper limit of large size pool is infinity. The detail of the parameters in each size pool are shown in Table I.

- Parameters on PHOG feature vectors can be divided into 2 parts, which are pyramid representation parameters and HOG feature parameters. In pyramid representation, the pyramid levels are grown by image sizes. In tiny pool, the pyramid level is 2 levels, and for each size pool increasing, the pyramid levels for that size is the previous pyramid levels added with one more level. In HOG feature, the gradient orientation is divided into 8 bins from 0 to 180 degree and normalized by L2-norm for every size pool.

**TABLE II.** Trapezoidal parameters for each size pool.

<table>
<thead>
<tr>
<th>Size Pools</th>
<th>Number of pixels (width × height)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower limit</td>
</tr>
<tr>
<td>tiny</td>
<td>0</td>
</tr>
<tr>
<td>small</td>
<td>2,163</td>
</tr>
<tr>
<td>medium</td>
<td>32,446</td>
</tr>
<tr>
<td>large</td>
<td>64,893</td>
</tr>
</tbody>
</table>

C. Model performance

We compared the model that used the image fuzzification and without image fuzzification. The parameters of the model without image fuzzification were using the same parameters as model with image fuzzification except the levels of pyramid representation are 3 for all images and only one SVM was used due to the single pool size. The accuracy and micro average precision were employed to measure the performance of the model. Accuracy, and micro average precision can be defined as (12), and (13).

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}, \quad (12)
\]

\[
\text{Micro Average Precision} = \frac{\sum_{i=0}^{c} TP_i}{\sum_{i=0}^{c} \left( TP_i + FP_i \right)}, \quad (13)
\]

where \( TP \) is true positive, \( TN \) is true negative, \( FP \) is false positive, \( FN \) is false negative, and \( c \) is number of classes.

The micro average precision is employed since the micro average collect the contributions of all classes to compute the precision that make the precision weighted by number of samples in each class. The accuracy in each size pool of the fuzzy model is presented in Table II.

**TABLE III.** Model’s result comparision.

<table>
<thead>
<tr>
<th>Models</th>
<th>Performance</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Micro average precision</td>
</tr>
<tr>
<td>Model with image fuzzification</td>
<td>35.11 %</td>
<td>35.11 %</td>
</tr>
<tr>
<td>Model without image fuzzification</td>
<td>40.14 %</td>
<td>23.54 %</td>
</tr>
</tbody>
</table>

However, the accuracy of the model is slightly worse than another. The reason of that is the tested word images can be not trained in that size pool, that make the accuracy loss. On the other hand, if the tested word images were trained in the size pool, this can filter out the other classes in other sizes.

IV. CONCLUSION

The query-by-example word spotting model with image fuzzification was presented. This model used the PHOG feature and SVM with RBF kernel as a classifier. The point of the model is that the image fuzzification can be used for helping the classifier to filter out some words and make the model more stable. The result of the model with image fuzzification in term of micro average was 35.11%, which outperform the model without image fuzzification which was 23.54%.

However, the accuracy was slightly worse the model without image fuzzification. The model can be struggled from huge or tiny handwritten style which make the querying words are not in the suppose size pool, and the features vector of the model is still relatively underfit. If the query word images are in the correct size pool, the image fuzzification can help to filter the irrelevant classes. Thus, the image fuzzification can be used in the word spotting model for reducing the type one error and might trade with some accuracy of the model.
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Abstract—In 2018, we created TPLAC-2018, a Thai plagiarism corpus, which was manually developed by seven human annotators. The annotators were told to simulate a plagiarized text by using four plagiarism cases, namely, copying and pasting, inserting, replacing and removing. This paper presents PLATOOL, an annotation-tool on a web-based platform, which helps all annotators to easily annotate plagiarism cases in 1052 suspicious documents chosen from 100,000 source documents on Thai Wikipedia website. The tool contains two components i.e., a web interface and a database. The first component is to interact between a user and PLATOOL web server. The second is designed to store, manage, facilitate access to plagiarism corpus. The result of annotation and discussion was concluded in the last section of the paper.

Keywords—PLATOOL, annotation-tool, Thai plagiarism corpus

II. RELATED WORK

This section presents two parts underlying the concept and process of our PLATOOL development. See more details in A. and B. as follows.

A. Plagiarism corpus and plagiarism cases

A lot of research on plagiarism detection pay more attention to simulate plagiarism corpora by using both manual annotation and machine generation. However, most of them focused on developing plagiarism corpora by using automatic models. For example, [4] and [5] used simple algorithms for separating plagiarized from non-plagiarized texts. It consisted of a small number of annotated cases and was not directly
designed to support plagiarism detection evaluation\(^1\). The PAN series (2009-2014), plagiarism corpora and plagiarism cases were mostly developed by using artificial plagiarism cases from machine learning algorithms. [2] and [10] concluded that the corpora used to train and evaluate the plagiarism detectors require further improvement because of many annotation errors occurring from artificial corpus-developing. The artificial process could not be enough for generating real plagiarized texts [8]. It was accepted that manual annotation in simulating plagiarized corpora is the realistic need to improve the automatic detectors. In the early stage of simulated corpus, METER (MEASuring Text Reuse) corpus was created by humans in the field of English newspaper [9]. However, the texts from this corpus was not the real plagiarized texts. Some research tried to use a hybrid method (a manual annotation cooperating with an automatic model), to simulate various types of plagiarism cases. For example, [4] proposed 4 types of plagiarism cases i.e. exact copy, near copy, modified copy and text manipulation (paraphrasing). However, their plagiarism cases were more appropriate for the Persian language than other languages. Three types of copying were explained in the same way and rather difficult to be separated from each other. Moreover, the description about paraphrasing and modified copying was not clear in the details of structure modifications.

The P4P was the Paraphrase for Plagiarism corpus that was developed as a portion of PAN-PC-10 corpus. According to the concept of paraphrase typology, [1] proposed some significant linguistic phenomena related to the process of changing non-plagiarized text sections into plagiarized texts. They called these linguistic mechanisms as plagiarism cases and classified them into four classes i.e. morpholexicon-based, structure-based, semantic-based, and miscellaneous changes. According to their concept of classifying plagiarism cases, we also classify our Thai plagiarism cases in our TPLAC-2018 into three classes , namely, lexicon-based, structure-based, and semantic-based classes. Finally, we adopted some of their plagiarism cases in each class, and reorganized as four plagiarism cases for our project. See more details of four plagiarism cases as follows.

- Copying and pasting: the way to copy a fragment (a fragment means a word/a phrase/a sentence) selected from a source document and paste it into a suspicious document without any modifications of the selected text from source document.
- Inserting: the way to add a word/a phrase/a sentence in a fragment of suspicious document.
- Replacing: the way to replace a word/a phrase/a sentence in a fragment of suspicious document with a word/a phrase/a sentence that has the same meaning.
- Removing: the way to delete a word/a phrase/a sentence from a fragment of suspicious document.

All the plagiarism cases mentioned above were used as a guideline in the PLATOOL.

B. Annotation Tools

TagTick [11] is an annotation tagging tools which a fully functional annotation tagging environment over full-text index Apache Solr. TagTick consists of two main modules i.e., the Virtualizer and User Interface. TagTick Virtualizer implements functionalities for real-time bulk-(un)tagging in the context. User Interface implements user interface for user to produce tagged information spaces.

Surfing Notes[12] is a cloud-based system which allows users to annotate and archive the webpages for personal uses. The system is an integrated web annotation and archiving tool in which registered users can access and manage their private webpage libraries. The Surfing Notes interface are developed following the Model View Controller(MVC) architecture for organizing libraries, managing and viewing webpage archives and annotations. The longest common subsequence (LCS) finding the difference between two text are used as the base of change detection in the Surfing Notes system.

PAS (Proceural Annotation System)[13] is a tools for student and teacher. The tools helped the students in making procedural annotations on a computer software training course and helped the teacher to giving tips and comments to students. Text annotation were also enabled to help student to describe the meaning of the screenshot and the text annotation. Moreover, the teacher can evaluate student’s task by inspecting the screenshot and the text annotation.

The GATE (General Architecture for Text Engineering) is the famous and powerful annotation tool, developed at the University of Sefield since 1995. Rang et al.,[14] proposed a method for semantic annotation of semi-structured document (Microsoft Word and Excel) using GATE. GATE can be used to find tokens, space tokens and sentences in the document. The main purpose of this tool is to annotate the information in Word and Excel documents with either semantic information or to highlight some necessary information.

A web-based tool for visualization and collaborative annotation of physiological database by using Java applet front-end for visualization and back-end CGI (Common Gateway Interface) script to facilitate user interactive and annotation [15]. The client-side processes requests to the server by sending a CGI request to add or delete the annotation. The front-end interface is designed as a web-based system for visualization using SVG, an XML-based language.

Arabic web application which annotate [16], automatically, Hadiths texts by associating tags with the POS of word in Hadiths corpus. The Arabic annotation web application consists of three spaces namely, an annotator space, an administrator space and a public space. In annotator space, the annotator can annotate Hadiths including the segmentation of word, the POS tag, the root and the pattern. The administrator dispatches the Hadiths to the annotators and assigns each theme to annotator. Furthermore, the administrator can download and generate an annotated corpus in XML format. Finally, the

\(^1\) The annual PAN (Plagiarism, Authorship, and Social Software Misuse) workshop and competition series on textual plagiarism detection and authorship analysis has been held since 2009.
public space is a page for downloading the corpus by the public user.

From our reviews on various text annotation tools, we found that we can apply some of those techniques to our tool design. For example, the visualization, which implements user interface for an annotator, was designed using MVC framework based on Java programming language. Moreover, some techniques are used to annotate text: highlight, strikethrough and finding string algorithms. Therefore, this paper proposes a system which applies the techniques from the above literature. See details of our tool system in Section 3.

III. SYSTEM DESIGN

In this section, we describe the system architecture, annotator, and administrator operation. See details in the following sub-sections (Figure 1).

A. System architecture

PLATOOL is a web-based annotation tool which developed on web application technologies. The architecture of our tool consists of two components i.e., web interface and database (Figure 1). The details is given in the following sub-sections.

1) Web interface

For the web interface (Figure 1), it runs on Apache web server in order to help users access through the internet network. We used AngularJS for developing the front-end application. The back-end was implemented with PHP script for connect to database.

2) Database

The plagiarism database stored in MySQL, is an essential component of PLATOOL website. It contains two types of information, namely, annotators’ personal data and plagiarism-corpus information. See more details as follows

a) Annotators’ Personal data: This is any personal information relating to identifying an annotator e.g., username, password, email.

b) Plagiarism-corpus information: This is any information relating to data collection and annotated plagiarized-texts in TPLC2018 development. They were collected in three kinds of table i.e., suspicious table, fragment table, and source table. See the details as follows.

- Suspicious table: This table contains two main elements of suspicious table i.e., contents and statistics. The first part “contents” contains both plain text and HTML. The plain text was used for training, testing, and evaluating the plagiarism detection. HTML was used to display a web page in any web browser. Therefore, it helps the annotators to easily annotate data in PLATOOL web page. The second part “data reports” shows statistics of fragments and plagiarism cases such as total fragments and cases, case types (e.g., copying and pasting, inserting, replacing and removing).

- Fragment table: This table contains any information of plagiarized texts (plagiarized texts are called fragments in this paper.) such as suspicious document ID, modified text, fragment length, and fragment position in suspicious document.

- Source table: This table stores the information of source documents i.e., selected text, start and end position of selected text or fragment in the source document.

B. Annotator operation

To simulate the plagiarized text, this section presents the process of annotation from human annotators. The process consists of five steps i.e. marking the position of fragment in the suspicious document, searching and selecting a source document, selection a text from the selected source in source document, modifying the selected text from the source document, inserting the selected text (called fragment) into the suspicious document. More details are described as follows (See Figure 3).

- Position marking: this process is marking.

- Searching source: searching and selecting a source document.
Fragment selection: selecting a text from the selected source in source document (called fragment).

Fragment modification: modifying fragment from the source document.

Fragment Insertion: inserting fragment into the suspicious document.

C. Administrator operations

Administrative operation is a last component that helps manage the system of PLATOOL. The administrator can perform the following operations:

- **Suspicious management**: to assign a suspicious document to users.
- **Statistic report**: to report the result of annotation corpus such as plagiarism statistics, plagiarism type in a pie chart and personal progress.
- **User management**: to manage the user accounts including password resets, creating, changing the status and deleting user.

IV. FRAGMENT SEARCHING IN DOCUMENT

Fragment searching is essential to the system of automatic plagiarism detection, especially to trace forward and backward between source and suspicious document. For example, If we know the position of fragment in suspicious document, we can know the position of plagiarized texts in the suspicious document. Moreover, we can go backwards into the position of those plagiarized texts in the source document. This section proposed our fragment searching based on string matching algorithms. It helps identify the position of fragment in the source and suspicious document. The results from searching, such as fragment length, beginning and end point of fragment, are immediately updated to the plagiarism database (see Figure 1).

A. Fragment searching in source document

The contents of source document was tokenized into characters and were stored in an array of character. After deriving string into array, the system will be compared between source and fragment by using string matching technique. Finally, the system returned important data of fragment such as start and end position in source document, fragment’s length, as results from matching process and compare. In the final step, the system will be updated the annotated message and new words in the database.
B. Fragment searching in suspicious document

The final process of PLATOOL is to find all fragments (plagiarized sections) in the suspicious documents by using string matching techniques. For example, annotators created plagiarized text in the suspicious document (see Figure 4) and the corresponding fragments in source document. When the document is submitted to the system, the four fragments, A, B, C, and D, can be found in the document by using string matching techniques. All search results, including length, start, and end position, will be updated the fragment table in the database. Moreover, the document’s statistic, such total fragment, total case, and case type, update in document table.

![Figure 4. Fragment searching in suspicious document](image)

V. THE RESULT OF DATA ANNOTATION

This section shows the statistics of Thai plagiarism corpus. Finally, we get 1052 suspicious documents, comprising of 4983 fragments. All fragments contain 4 plagiarism cases i.e., 2137 copying and pasting, 2042 inserting, 2123 removing, and 1961 replacing. The length of each suspicious document starts from 790 to 202,375 characters.

<table>
<thead>
<tr>
<th>Table I. STATISTICS OF PLAGIARISM CASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plagiarism cases</td>
</tr>
<tr>
<td>Copying and pasting</td>
</tr>
<tr>
<td>Inserting</td>
</tr>
<tr>
<td>Removing</td>
</tr>
<tr>
<td>Replacing</td>
</tr>
</tbody>
</table>

VI. CONCLUSION AND FUTURE WORK

In this paper we presents PLATOOL, a web-based annotation tool for creating Thai plagiarism corpus. This web application allowed the annotators to insert a plagiarized text in the suspicious document by using four plagiarism cases, namely, copying and pasting, inserting, replacing and removing. According to the results of the annotation, we concluded that PLATOOL helped annotators to easily annotate suspicious document. Moreover, PLATOOL helped collect statistical of plagiarism corpus annotation. Furthermore, we found that PLATOOL was used to bridge the gap between the annotator operations and programming requirements.

In the future, we plan to increase more features in our existing tool, PLATOOL. For example, this tool will help investigate fragment modifications e.g., how to modify the fragment and to collect the history of modifications. Additionally, annotators can modify the text before and after a fragment in a suspicious document in order to create better natural plagiarized texts.
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Abstract— This paper focuses on development intelligent health classification models for individuals with C4.5 techniques, which collected physical fitness data of those who exercise in Ratchaburi province. A total of dataset were used for creating models 376 records, and 19 attributes of personal information consists of age, sex, weight, height, pulse, upper blood, lower blood, weight bike, hand womenorce, leg stretch, triceps, biceps, suprailiac, subscapular, leg, grip, womenlex, lung capacity, O2 and two classes. The classification is divided into five classes, including the best health, good, normal, low and very low. In our experiment, the researcher divided the data set into two groups: training and testing and designed the test using 10-fold cross-validation method. The accuracy rate of C4.5 shown 100%.

Keywords— Development, Intelligent Models, Health, Classification

I. INTRODUCTION

The National Health Development Plan (2017-2021) discusses the health situation of people that have a longer life, but lose more happy years sick and die with preventable diseases [1] – [5]. From individual patient data for treatment and sleeping in the hospital and have health insurance from three main funds, namely universal health coverage medical welfare for civil servants and families and social security in the last 10 years [6]. It was found that the trend of non-communicable diseases of Thai people has increased steadily and most patients are suffering from hypertension, heart disease, diabetes, cancer and kidney failure [7], [8], which is a chronic disease that can prevent in the beginning. Which people must take care of their own health by having the correct consumption behavior weight control, exercise regularly [9], avoid drinking alcoholic beverages, relaxation and stress control, relaxation in daily life including regular self-examination of health and health facilities [10]. In addition, people must also be involved in determining social coexistence measures, such as non-smoking areas, selling safe food, exercise campaign comprehensive, reduction of causal factors including consumption behavior, four factors from the environment traffic and daily lifestyle, which will lead to a healthy society together [11]. From such a situation led to the reform of the country in public health. One of the key issues identified in the public health reform plan is the reform of the health service system. In order to have a standardized health service system cover and link at all levels is fair seize the service center focus on health promotion and disease prevention. The development holistic health manpower and health communication [12].

Office of Sports Authority of Thailand is an organization that plays an important role in promoting physical health, recognizing the importance of public health in Ratchaburi therefore the implementation scope in sports science service project by testing promoting physical fitness for athletes and the general public check for treatment, rehabilitation, injury from sports and exercise including collecting health information of people in Ratchaburi Province. The amount of dataset surveyed is increasing every year but there is still lack of data management which can be predicted for planning activities or budgets or utilizing various benefits. This paper presents the health classification of people to be used to create intelligent models for the classification of population health. Fig. 1 illustrate an example of running for health activity, which there are others activity like as swimming, play football, basketball, tennis etc.

![Example of the healthy activity.](image)

Artificial Intelligence (AI) indicates the intellectual ability of a machine [13]. The standard of AI is measured by human intelligence, considering reason, speech and vision but this standard is still very far away from the present. Machine Learning (ML) is the best tool available today to analyze, understand, and find patterns of data [14], [15]. One of the key concepts under ML is that computers can be trained automatically, which can be done purely or impossible for humans to do and there are still clear loopholes from previous analysis that machine learning can make decisions with little human intervention. ML uses data to pass it on to an algorithm that can understand the relationship between incoming and outgoing data [16]. It can predict the value or type of new information. With these reason, the contribution of this paper is to apply ML for creating the intelligent model for health classification.

The organization of our paper is sequential by begin with the related of our works and the literature review in section 2. The section 3, our methodology was described. The experimental and conclusion are in Section 4 and 5 respectively.
II. RELATED WORK AND LITERATURE REVIEW

A. Data Mining

Nowadays, data mining has been applied in many types of business both in business and in helping executives make decisions in science and medicine including economic and social aspects. It is like an evolution of data collection and interpretation from the original that has been stored simple information into storage in a database that can retrieve information to use until data mining. It able to discover knowledge hidden in information, which the purpose of data mining can search for important information that is mixed with other data in the database, not just randomly called Knowledge Discovery in Database (KDD) or search for knowledge with 5 types of data which are 1) find relationship rules 2) classification and forecasting 3) grouping data 4) finding outliers 5) trend analysis Data mining is not about fetching new data. Instead, it is about drawing conclusions from the patterns and new knowledge from data which is already collected or recorded. [15], [16].

B. C 4.5 Algorithm

C 4.5 is the process of creating data management models into groups that are assigned by creating rules to help make decisions based on available data. For predicting the occurrence of unrealized data by presenting rules derived from data classification techniques popularly presented in the form of a tree, which is called a tree for decision-making. The decision tree is a structure that shows the rules derived from data classification techniques. The decision tree will look like a tree structure. Where each node represents an attribute, each branch shows the test conditions and the leaf node shows the defined group. Techniques used to create trees from existing data sets. The nature of building trees will use rules in the form of "if conditions and results" such as "if diligent reading a book and passing the exam" etc. The decision tree is a very popular technique. Because the results are easy to understand decision tree techniques will restrict 1 dependent variable data per model. If you want to predict multiple as with Naive-Bayes, most of the decision tree techniques will not support continuous data modeling. Therefore, data must be identified to be discontinuous by creating a recursive top-down tree by dividing the big problem into small problems or divide-and-conquer. The pseudo code for creating C 4.5 model as shown in Fig. 2.

C. Related Research

Data mining play a vital role in healthcare industry. It is predominantly use for detection and prediction of diseases. Various researchers acknowledged the fact that there is a demonstrated need for the use of data mining in healthcare.

Soni et al. [17], proposed the associative classification approach for better analyzing the healthcare data. The proposed approach was the combined approach that integrated the association rules as well as classification rules. This integrated approach was useful for discovering rules in the database and then using these rules to construct an efficient classifier. In this research, experiments on the data of heart patients were performed in order to find out that accuracy of associative classifiers was better than accuracy of traditional classifiers. Apart from this, the research also generated the rules using weighted associative classifier.

Fig.2 The pseudo code for creating c 4.5 model.

M. A. Hassan, M. E. Shehab and E. M. R. Hamed [18] proposed a comparative study of classification algorithms in e-health environment. The result found that data Mining can be used in enhancing the quality of the medical services offered through analyzing data and discovering hidden patterns and relationships that can enhance and even change the treatment methods adopted. In this paper ten classification algorithms are applied on a patient’s dataset obtained from a public hospital's data base that contains patients both medical and personal information needed for diagnoses and treatment decisions. These algorithms are analyzed using a data mining tool and a comparative study is undertaken to find the classifier that performs the best analysis on the dataset obtained using a set of eight performance metrics to compare the results of each classifier.

S. Rallapalli and T. Suryakanthi [19], proposed a prediction model using a scalable randomized forest classification algorithm that can specify the precise classification rate for the risk of diabetes. By identifying strong indicators for accurate predictions is a challenging task. From the factors considered for predictive analysis, models and algorithms need to be studied. Classification algorithms such as Naive Bayes, Linear Regression General supplementary models, random forestry, logistic regression, hidden Markov models must be considered for the development of risk prediction models for diabetic patients. Which the prediction results with various algorithms are satisfactory.

G. Wang, Z. Deng and K. Choi [20], presented predictive modeling when the input feature of the model contains missing data This method also determines the influence of the characteristics along with the missing values in the classification accuracy at the same time, using a long wait-without validation strategy. Assess the effectiveness of this method using QOL for the elderly by using health data collected in the community. This data set relates to
demographic data, socioeconomic status, health history, and health evaluation results of 444 elderly people in the community, with 5% to 60% of the missing data in some input features. QOL is measured using World Health Organization standardized questionnaire. The results show that the proposed method outperforms the four general methods for managing missing data cases, property deletion, average determination and neighboring neighbor determination with predictive accuracy. The average is 0.7418. It may be a promising technique for solving missing information in community health research and other uses.

III. RESEARCH METHODOLOGY

In this research, the research team has determined the steps into four main steps as shown in Fig. 3.

A. Data Collection

The dataset of physical fitness of people in Ratchaburi province. Who exercised at Ratchaburi Stadium. Which is the information that the Sports Authority of Thailand Ratchaburi province recorded a total of 376 people and collected all the relevant factors in 19 factors. The last attribute was divided into 5 layers Is the best health, good, normal, low and very low number of 376 people for use in predicting the effects of physical images using data mining with decision tree techniques to compare the forecasting efficiency of the physical performance of the general public in the province Ratchaburi.

B. Data Cleaning Procedures

Data cleaning is the process of checking and editing (or deleting) incorrect data items from a data set tables or databases which is the cornerstone because it means imperfection inaccuracy unrelated to other data, etc. Therefore, must replace, update or delete these incorrect information to provide quality information. Data cleaning happened because there is a data inconsistency this may be caused by errors in data recording, data transmission, or the interpretation of data stored differently. More requiring integration with other databases such as data warehouses or multiple databases. Therefore, there is a high chance of being born “unclean information” is up

This step of our system for cleaning the data by bringing a total of 372 records, the number of attributes 19 attributes, to check the integrity of the data to make the data complete and quality. In order to correctly analyze the data the steps to clean the data are as follows.
The cleaning data with 372 dataset by consists of attributes shown in Table I. In our work, the fitness by using data mining with decision tree techniques to compare the forecasting efficiency of the physical performance of the general public in Ratchaburi Province.

### C. Data Classification

![Image of data training process](image)

Fig. 4. The sample of the data training process.

Data classification consists of two main processes as shown in the example in Fig. 4 that is a test of physical fitness. From Fig. 5, it is the process for creating a data separator from an input data set in which each record of data considered consists of a set of attributes that characterize the person doing physical fitness tests and the category of that person's health level by the process of creating data separators by training resulting from the implementation of procedures. The methods for health classification and processing of data. One \( X \) record data in the data set considered. It consists of a set of attributes \( X = (x_1, x_2, \ldots, x_n) \), attributes that indicate the attributes of data the record in addition, records also contain more information. One attribute that indicates the category of dataset is discrete. In which the data set is the input for creating the classifier training data set for analyzing physical health data that does not contain the data category that indicates that each person has what level of health. We will be able to analyze the data by linking the records of the physical images that are similar or identical to the same group as follows.

The second step of data classification as shown in Fig. 5 will run the data resolver that built from step one to classify the data by the beginning data classifiers will be tested and valuable accuracy by the accuracy of the classification data the value is satisfactory or acceptable. We will use the data separator in Identifying or indicating unknown data categories using the 10-fold cross validation method that describes in our experimental and the results.

![Image of learning process](image)

Fig. 5. Learning from information to create a data classification test to measure accuracy.

For our purposed methodology, the development of intelligent models for health classification were designed for highest efficiency by comparison with many machine learning algorithms. The detail about the experimental process describes in the next section.
IV. THE EXPERIMENTAL AND RESULTS

In our system, we design the experimental for health classification with dataset 372 records and 19 attributes and 5 classes with 10-folds cross validation. This process show in Fig. 6. The 10-folds cross validation is a popular way of doing research to be used to test the performance of the model because the results are reliable, the performance measurement by cross-validation. This will divide the information into many parts. Usually shown with the value k. In this paper, we divide the data into 10-fold cross-validation, which is to divide the data into 10 parts, with each part having the same amount of data. After that, one piece of data will be used as a performance tester of model do this until the entire amount is divided.

![Fig. 6. The implemental of 10-folds cross validation.](image)

From the picture, we divide the training data into 10 equal parts. After that, test the efficiency of the model 10 times as follows:

Round 1 uses data from sections 2,3,4 to 10 to create models and use models to predict data 1 for testing.

Round 2 uses data part 1,3,4 to 10 to create models and use models to predict data part 2 for testing.

Round 3 uses data part 1,2,4 to 10 to create models and use models to predict data 3 for testing.

Round 4: use data from sections 1,2,3 to 10 to create a model and use the model to calculate data 4 for testing.

Round 5 uses data 1,2,3 through 10 to create models and use models to predict data 5 for testing.

Which repeats this cycle until 10 times.

The researcher used the following devices:
1) a notebook computer
2) Software used has the following features
   - Windows 10 64 bit operating system
   - Intel corei5 - 3337 U. Speed Processor 1.8GHz
   - 4.00 GHz main memory speed

We has already taken the information through the research process. Perform data analysis to compare performance with 10-folds method by cross validation using 7 decision tree techniques, including DecisionStump, HoeffdingTree, J48, LMT, RandomForest, RandomTree and REPTree as shown in Table 3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DecisionStump</td>
<td>66.129</td>
</tr>
<tr>
<td>HoeffdingTree</td>
<td>83.0645</td>
</tr>
<tr>
<td>C4.5</td>
<td>100.00</td>
</tr>
<tr>
<td>LMT</td>
<td>98.1183</td>
</tr>
<tr>
<td>RandomForest</td>
<td>97.3118</td>
</tr>
<tr>
<td>RandomTree</td>
<td>73.6559</td>
</tr>
<tr>
<td>REPTree</td>
<td>99.4624</td>
</tr>
</tbody>
</table>

From the Table II. shows that the C4.5 method provides the highest accuracy with 100 percent. Follow by REPTree, LMT, RandomForest, HoeffdingTree, RandomTree, DecisionStump with accuracy of 99.4624, 98.1183, 97.3118, 83.0645, 73.6559 and 66.129 respectively.

The result show the efficiency for predicting the effects of physical images using data mining with decision tree techniques to compare the predictive effectiveness of physical fitness of general people in Ratchaburi Province By using information from the Sports Authority of Thailand Ratchaburi Province recorded a total of 376 people and collected all relevant factors in 19 factors. By allowing the last attribute to be divided into 5 classes, which are the best class, good, normal, low and very low, with 376 people to use to predict the results of the physical image using data mining with the decision tree technique for comparison Forecasting efficiency of physical fitness of the general public in Ratchaburi Province Perform data analysis based on 10-fold cross validation method. It is found that the J48 technique provides the highest accuracy with 100% accuracy.

Prediction of physical image effects using data mining This research focuses on creating intelligent health classification models for individuals with C4.5 technique, which collects physical fitness data of those exercising in Ratchaburi province. A total of 376 Records, 19 Attributes, including Age, Sex, Weight, Height, Pulse, Upper blood, Lower blood, Weight bike, Hand womenorce, Leg stretch, Triceps, Biceps, Suprailliac, Subscapular, Leg, Grip, womenlex, Lung capacity, O2 Class classification is divided into 5 classes, which are very good health, good health, moderate health. Poor health and poor health. In the experiment, the researcher divided the data set into two groups: training and testing and designed the test using 10-fold cross validation method. The result of C4.5 gave 100% accuracy.
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Abstract—With the rapid growth of network size and complexity, network defenders are facing more challenges for protecting their networked computers and other devices from intelligent attacks. Traffic visualization is an important element in the anomaly detection system for visual observations and detection of distributed DoS attacks. This paper presents a visual interactive system called TVis which is proposed to detect DDoS attacks using Heron’s triangle-area map estimation. TVis allows network defenders to detect and investigate anomalies in internal and external network traffic at both online and offline mode. We model the network traffic as an undirected graph and compute triangle-area map based on incidences in each vertex for each time period 5 seconds. The system triggers an alarm iff the system found the area beyond the dynamic threshold. TVis performs well in comparison to its competitors.

Index Terms—DDoS attack; visualization; network traffic; online and offline; triangle-area;

I. INTRODUCTION

Network systems are becoming more complex [1] in terms of size, topology, and especially traffic due to the use of the Internet. Simultaneously the number of network attacks against each host has increased exponentially. These attacks are often concealed among the vast amount of legitimate, and seemingly random traffic. Denial-of-Service (DoS) attack attempts to make machines or network resources unavailable to its intended users either temporarily or infinitely interrupting or suspending services of a host connected to the Internet. Normally, DoS attacks are being generated by a single host or a small number of hosts at the same location. Moreover, Distributed DoS (DDoS) attacks are a combination of DoS attacks where attacks are being generated by a large number of hosts. These hosts might be amplifiers or reflectors, or even might be zombies. They usually send the traffic to the target or victim host through the reflectors. Some examples of DDoS attack are: early attacks in 2000 to well-known websites, such as CNN, Amazon, and Yahoo, stopped normal services of these victims for hours [2], [3]. A new form of Mirai botnet based threats is hidden in the Tor network 1.

Most existing network defense techniques and tools still heavily rely on security analyst (SA). These techniques involve a security analyst to analyze and detect network attacks manually. To enhance the human perception and understanding different classes of network attacks, network traffic visualization has become more important in recent years that attempt to speed up the attack detection process through the visual analytics. Malicious activities such as DDoS attacks are relatively easy to implement and rather hard to prevent. Their timely detection at appropriate short time-scales (e.g., in milliseconds) requires processing of vast amounts metadata (i.e., packet or NetFlow details) distributed throughout the entire network, thus making this a challenging task. DDoS attacks can be classified as low-rate and high-rate attacks based on attack-rate dynamics. A low-rate DDoS attacker attempts to bypass the security system by sending attack packets to the victim at a sufficiently low-rate to elude detection [4]. In a high-rate DDoS attack, the attacker sends the burst of attack packets to the victim within a short interval of time to overwhelm the bandwidth or resources. The task of analyzing both header and payload of network traffic is an NP-complete problem. So, we mostly focus on packet header information and visualization in terms of different parameters to support low-rate DDoS attack detection.

In this paper, we present a visualization system with time-periodic sampled traffic for an analysis period to detect both low-rate and high-rate DDoS attacks. We identify the three consecutive maximal dense vertices, form a triangle and estimate the area of that triangle, which generates using three vertices. Our system is guided by following principles: (a)

examine all packets at the monitoring host (in promiscuous mode); (b) use of memory efficient data structures; (c) generate statistical summaries that can be retained for further analysis; (d) generate an undirected graph to visualize the network; and (e) triangle-area mapping of dense incident vertex and estimate area. The contributions of this work are as follows:

- A light-weight traffic visualization system to detect both low-rate and high-rate DDoS attacks using Heron’s\(^1\) triangle-area map estimation.
- TVis is cost-effective while it visualizes the network traffic. It can perform visualization in both online and offline modes.
- TVis is validated using testbed and benchmark datasets. Both cases it performs well with its competitors.

The rest of the paper is organized as follows. Section II discusses the related work while Section III introduces the proposed visualization system describing the framework and the model. Section IV reports the performance evaluation using testbed and benchmark datasets and finally concludes with Section V.

II. RELATED WORK

Detection of low-rate DDoS attacks have been gaining more importance since last two decades. Several works have been proposed to detect attacks in large-volume alerts, produced by a detection tool which employed visualization methods. DDoSViewer [5] is a visual interactive system used for detecting DDoS attacks. DDoSViewer is specifically designed for detecting DDoS attacks through the analysis of visual patterns. SeeNet [6] is a visualization technique, which displays network traffic on a colored grid. Each point on the grid represents the level of traffic between a traffic source and a traffic destination. VisFlowConnect [7] uses a simple application of parallel coordinates [8] to display incoming and outgoing network flow data as links between two hosts or domains. It also employs a variety of visual cues to help attack detection.

Girardin [9] propose a visualization technique for static network data through the use of self-organizing maps for attack detection. It works in mapping multi-dimensional data into a 2D using an artificial neural network. Unfortunately, the layout of the hosts varies with each run, forcing users to re-acquaint themselves spatially with the network. Moreover, the algorithm is computationally intensive and designed for static data, making it challenging to use in real-time. The Spinning Cube [10] maps SIP, DIP and Dport to the axes in a 3D plot. The amount of network activity is visualized interactively in the plot using color, displaying certain attacks (eg., port scans) very clearly. Min et al. [11] present a technique to visualize alerts with alert correlation. Each intrusion alert is represented as a dot of various colors according to the attack class. The location and time of an attack are represented as graph’s coordinates. The correlation of alerts is represented a line of different colors according to context analysis. This helps rapid intrusion analyses and traces many alerts. The idea overcomes alert flooding and false positive alerts, and provides the context information of intrusions by intuition. Zhou et al. [12] present a low-rate DDoS detection scheme developed based on the distribution of packet size. They estimate the packet size distribution distance between legitimate and low-rate traffic to detect low-rate DDoS attacks. Recently, David and Thomas [13] introduce a dynamic threshold-based DDoS detection scheme for NetFlow traffic and evaluated using real-time datasets.

A. Discussion

Unlike the traditional methods of analyzing textual log data, visualization techniques can increase the efficiency and effectiveness of network attack detection significantly. It can not only help analyst to deal with the large-volume of network data but also help network defenders to detect anomalies through visual analytics. It can even be used for discovering new types of attacks and forecasting the trend of unexpected events. Visualization techniques allow people to see and comprehend large amounts of complex data [19]. Graphics are used to assist IDS investigation and reporting process by helping the analyst to identify significant incidents and reduce false alarms. Complex patterns are clearly displayed over time in an easy way, where each of them can to understand soon [19]. Table II reports a comparison of existing detection mechanisms that detects DDoS attacks.

III. TVIS: THE PROPOSED SYSTEM

This section starts with describing the proposed system architecture followed by the algorithm. It includes the concepts of visualization and detection strategy.

A. TVIS: A Framework

We model this system as an undirected graph with each host as vertices \( H = \{h_1, h_2, \ldots, h_n\} \) and number of incidences on each vertices \( I = \{i_1, i_2, \ldots, i_n\} \) to form a triangle and estimates area for finding infected period. To get the end-point traffic, we configure our network to redirect all traffic to a particular port. So, TVis can monitor each traffic instance and visualize for detection of both low-rate and high-rate DDoS attacks. The framework of the proposed system is given in Figure 1. TVis uses jNetPcap [20] library for capturing and preprocessing traffic. After capturing network traffic, it filters the IP packets for subsequent analysis. It uses developed subroutines to extract various relevant features from the IP packets and finally constructs a 5 min traffic feature sample for offline analysis. Then, these samples are formatted to our system for visualization. Due to lightweight in nature of our system, TVis can fast visualize the traffic to support attack detection.

We employ Heron’s triangle-area map computation to estimate the infected period based on the incidence in a host. The concept of triangle-area map computation is shown in Figure 2. Let triangle-area map \( A = \{a_1, a_2, \ldots, a_n\} \), incidence per host,
TABLE I

COMPARISON OF EXISTING DETECTION MECHANISMS

<table>
<thead>
<tr>
<th>Author and Year</th>
<th>Scheme</th>
<th>Identification</th>
<th>Detection</th>
<th>Real-time Visualization</th>
<th>Real-time Stream</th>
<th>Interactive Zoom-in/out</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y. Zhang et al. [14], 2004</td>
<td>Multi-dimensional hierarchical</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Lakhina et al. [15], 2005</td>
<td>Entropy-based</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Li et al. [16], 2006</td>
<td>Defeat</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Van et al. [17], 2015</td>
<td>Metric-based</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Zhou et al. [12], 2017</td>
<td>Packet size distribution</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Behal et al. [18], 2018</td>
<td>D-FACE</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>David and Thomas [13], 2019</td>
<td>Dynamic thresholding</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

B. TVis: Algorithm

Algorithm 1 shows the major steps to design the TVis system for network traffic visualization and analysis for the detection of both low-rate and high-rate DDoS attacks. It has mainly two modules: online() and offline(). In online() mode, it captures, preprocesses, splits the traffic instances and visualizes them for attack detection. TVis maps the source node with destination node based on connection information. But in offline() mode, it just visualizes the already stored preprocessed traffic instances for detection. TVis works in similar fashion as offline mode except capturing and preprocessing of live packets. So, cost of computation in online() mode is more than offline mode to provide a near real-time performance. This algorithm provides two categories of graphs: sparse graph and dense graph that represented as legitimate and attack traffic, respectively. Further, we list consecutive three vertices with maximal incidents and computes the area of the triangle using Heron’s formula. If the area is greater than thresholds \( \delta_{A_l}, \delta_{A_h} \) for low-rate and high-rate attacks and also probability of packet loss increases then it generates an alarm. Lower the area of the triangle indicates high-rate attacks and vice-versa.

IV. PERFORMANCE EVALUATION

In this section, we describe the datasets used for performance analysis of TVis and report experimental results in details.

A. Datasets used

We use three different real-world datasets: (i) MIT Lincoln Laboratory [21], (ii) CAIDA DDoS 2007 [22], and (iii) Assam Kaziranga University (AKU) network datasets. The MIT Lincoln Laboratory dataset is real-time and contains pure normal data. The CAIDA DDoS 2007 dataset contains one hour of anonymized traffic traces from a DDoS attack launched on August 4, 2007. This dataset includes mainly two types of attacks: consumption of computing resources and the consumption of network bandwidth. We also used our system to collect and monitor live network traffic of Assam Kaziranga University campus. AKU dataset is composed of three categories of traffic such as normal traffic, low-rate attack traffic, and high-rate attack traffic. The network comprised about 500 hosts (both laptop and desktop), 6 L3 switches, and 25 wireless routers inside the University campus. We configure the network in such a way that all traffic passes through the host in which our system is deployed. We used four different

Hence, the area of a triangle can be defined as:

\[
\Delta a_1 = \sqrt{s_k(s_k-h_{i1})(s_k-h_{i2})(s_k-h_{i3})}
\]

where \( s_k \) is the semiperimeter with \( s_k = (h_{i1} + h_{i2} + h_{i3})/2 \), \( \Delta a_1 \) is the area of an infected period.
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We use three different real-world datasets: (i) MIT Lincoln Laboratory [21], (ii) CAIDA DDoS 2007 [22], and (iii) Assam Kaziranga University (AKU) network datasets. The MIT Lincoln Laboratory dataset is real-time and contains pure normal data. The CAIDA DDoS 2007 dataset contains one hour of anonymized traffic traces from a DDoS attack launched on August 4, 2007. This dataset includes mainly two types of attacks: consumption of computing resources and the consumption of network bandwidth. We also used our system to collect and monitor live network traffic of Assam Kaziranga University campus. AKU dataset is composed of three categories of traffic such as normal traffic, low-rate attack traffic, and high-rate attack traffic. The network comprised about 500 hosts (both laptop and desktop), 6 L3 switches, and 25 wireless routers inside the University campus. We configure the network in such a way that all traffic passes through the host in which our system is deployed. We used four different

where \( s_k \) is the semiperimeter with \( s_k = (h_{i1} + h_{i2} + h_{i3})/2 \), \( \Delta a_1 \) is the area of an infected period.
Algorithm 1 TVIs (online, offline)

Input: mode ▷ defines the mode of capturing packet
Output: The visualized graph with triangle area

1: if mode ≠ online then
2: call online( )
3: else
4: call offline( )
5: end if
6: function ONLINE( )
7: Initialize storePacket[60], device, T[3] ▷ It is an array of linked list to store packets as they arrive, and 60 arrays each storing 5 sec data, total 5mins
8: Find all the network devices connected to the machine
9: device = get the choice of device from the list
10: Open the device for capturing in promiscuous mode
11: for $i \leftarrow 0$ to 50 do
12: $storePacket[i] = \text{CAPTURE}(\text{device})$
13: end for
14: ANALYSE(storePacket)
15: NODEVISUALGRAPH(storePacket)
16: exit
17: end function
18: function NODEVISUALGRAPH(storePacket)
19: Initialize $\text{graph}$ ▷ an undirected graph where vertex are devices on the network and edges represent communication between them, vertex ▷ linked list of devices, i.e., IP addresses, edges ▷ a linked list each having value $(v_i, v_j)$ where $v_i, v_j \in \text{vertex}$
20: for $i \leftarrow 0$, to size of $storePacket$ do
21: for all packet in $storePacket[i]$ do
22: if packet is an IP packet then
23: if packet.sourceIP not in vertex then
24: add packet.sourceIP to vertex
25: end if
26: if packet.destinationIP not in vertex then
27: add packet.destinationIP to vertex
28: end if
29: if (packet.sourceIP, packet.destinationIP – nationIP) not in edges then
30: add (packet.sourceIP, packet.destinationIP – nationIP)
31: end if
32: end if
33: end for
34: end for
35: graph.addVertex(vertex)
36: graph.addEdges(edges)
37: TRIANGLEAREABạnGEN(storePacket, T[])
38: return graph
39: end function
40: function OFFLINE( )
41: Initialize $\text{storePacket}[60]$ ▷ It is an array of linked list to store packets as they arrive, $time = 5000$ (It is time in milliseconds, 5000 represents 5 sec), $i = 0$ (for accessing the array)
42: get the pcap file from user, i.e. $\text{pcapFile}$
43: open $\text{pcapFile}$ to read packets
44: for all packets in $\text{pcapFile}$ do
45: if packet.timestamp > time then
46: $time = time + 5000$
47: $i + +$
48: end if
49: add packet to $\text{storePacket}[0]$
50: end for
51: ANALYSE($\text{storePacket}$)
52: NODEVISUALGRAPH($\text{storePacket}$)
53: exit
54: end function
55: function TRIANGLEAREABạnGEN(T[]) ( )
56: Initialize $A, k$ ▷ $A$ indicates the area of a triangle
57: for $i \neq k$ do
58: if $T[i] \geq 1600$ and $pl \geq 0.22$ then
59: compute $A$ using Equation 1
60: end if
61: if $(A_1 \geq \delta_{A_k} || A_1 \leq \delta_{A_k})$ then
62: triggers an alarm
63: end if
64: end for
65: end function

attacks such as syn flood, smurf, ping flood and fraggle in distributed mode. We attempt to detect both low-rate and high-rate DDoS attacks within a short time interval. So, the network should not go down within a short time span.

B. Results

We evaluate the TVIs system in both online and offline modes. In offline mode, we evaluate TVIs system using CAIDA DDoS 2007 dataset. Figure 3 shows the visualized network traffic in offline mode. We can see from the figure 3 that how TVIs identifies the presence of attack traffic. So, TVIs system immediately sends a request to the edge router to drop the packet before entering into the network. It also depends on the period between the attack pulses use to overwhelm the target. We compute triangle area iff the system found consecutive vertices with incidents greater than at least 1600 packets and same time increased packet losses.

We also evaluate TVIs system using MIT Lincoln Laboratory dataset to differentiate between normal and attack traffic. Figure 4 shows the visualized network traffic in offline mode using MIT Lincoln Laboratory dataset. From figure 4, we can see that the presence of attacks or not in the traffic. Because it generates the sparse graph that enables to identify the normal traffic for time-periodic sampled traffic.

In online mode, we used the live network traffic of Assam Kaziranga University campus while executing attacks. We capture and visualized traffic for 5 seconds interval shown in Figure 7 when executing attacks in the testbed. Also, we observe the unique IP address and packets per protocol within a time period in Figure 5, 6, respectively. As we can see in
the visualization of all hosts in the network are not shown, as it shows only those hosts that are active and either sending or receiving packets including the target. From figure 7 derives the dense graph that enables again to detect attacks with better accuracy.

According to Moore et al. [23], we generate both low-rate and high-rate DDoS attack traffic for evaluation of TVis system. The attack traffic is generated more than 1600 and less than 5000 packets per seconds for low-rate attacks. Similarly, emulate the high-rate attacks in the testbed. However, this number will vary for different datasets and environments. Based on our experiment, we observe that TVis indicates an alarm for attack when normalized areas of the triangle, \( \delta_A \geq 0.43 \) and \( P_k \geq 1600 \) packets per seconds with 5 second interval transmits over the network. Our system is significant in view of the following points and also in comparison to recent work [24]. Figure 8 reports ROC curve for the TVis system for detecting DDoS attacks when uses MIT Lincoln Laboratory normal and CAIDA DDoS datasets.

- TVis is cost-effective and can operate in both online and offline mode.
- It is fast, scalable, and able to detect both low-rate and high-rate DDoS attacks effectively.

The triangle area \( \delta_A \) goes lower for high-rate DDoS attacks and increases for low-rate attacks. Because the high-rate attack is more frequent towards a target with maximum intensity of malicious incidence in short span of time. However, the low-rate attack is less frequent towards target and similar to
legitimate traffic. For our experiment, we found best results when $\delta_{A_h} \geq 0.43$ and $\delta_{A_h} \leq 0.61$, otherwise low-rate attacks. However, TVis shows $\delta_{A_{leg}} < 0.43$ for legitimate traffic instances.

V. CONCLUSION AND FUTURE WORK

The TVis system is presented to visualize the network traffic in real-time for detection of both low-rate and high-rate DDoS attacks. Use of appropriate data structure is helpful to implement the system in near real-time and to support successful detection of both low-rate and high DDoS attacks. The undirected graph is generated and triggers an alarm based on the estimated triangle area of consecutive maximal incident vertices using Heron’s formula. Our system performs well in detecting four different classes of DDoS attacks including SYN flood, smurf, fraggle, and ping flood. However, we report result for real-time SYN flood attacks only in both offline and online mode with extended scalability.

The TVis system is under development to evolve with new attacks. We are also undergoing to add datacenters infrastructures and services visualization features to monitor and prevent incidents in real-time and reduce down time of applications.
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An Effect of Using Deep Learning in Thai-English Machine Translation Processes

Abstract—Deep learning has been used in many fields including natural language processing. This paper aims to study the effect of applying deep learning in machine translation processes including word segmentation and translation model generation. We compare the results of the process from traditional statistical method and deep learning and analyze the difference. From experiment, the results indicated that the processes from deep learning obtained higher score in overall. Word segmentation from Bidirectional neural network yielded 0.861 F1 score which was higher than standard n-gram based system for 0.081. The translation results within dataset show that the neural-network-based translation got the best BLEU score in average for 0.43 in which are higher than the traditional statistical approach for 0.16.
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Thai-English translation

I. INTRODUCTION

Deep Learning has become well-known for its supremacy in terms of accuracy when compared to other methods once trained with huge amount of data [1][2][3][4]. In this era of data overloaded, deep learning has been applied to various tasks and become a part of state-of-the-art systems in various disciplines, especially on complex problems such as computer vision, speech recognition and natural language processing. Deep learning has been reported to outperform other traditional approaches with the trade-off of requiring great amount of training data and high-end infrastructure to train in reasonable time [5].

For machine translation task, neural machine translation (NMT) was firstly published in 2014 [2], and several advance versions of it were followingly introduced such as Multilingual NMT [6], Multi-Source NMT [7], Fully Character-NMT [8] and Zero-Shot NMT [9]. Unlike the conventional translation systems, e.g. statistical machine translation (SMT), all parts of the neural translation model are trained jointly to maximise the translation performance [ref] in which results in improving translation performance. The well-known translation services including Google Translate service [9], Microsoft Trans [10], and PROMT [11] have thus used NMT and are recognised as the most practical translation services at the moment.

For automated Thai text translation, most of the past researches were based on SMT approach, especially hierarchical phrase-based translation (HPBT) [12]. A few researches towards NMT of Thai translation has been conducted but yet to be published. In this work, a study on effect of applying deep learning in NLP processes of developing an NMT for Thai-English is conducted in comparison to the traditional SMT approach. The processes include word-segmentation and translation for Thai to English and English to Thai translation service. The result thus can be used as a benchmark for applying advance NMT technique.

II. RELATED WORK

In an automated translation task, a statistical based approach has gained the most favorable attention among all approaches due to its simplicity in development as requiring a sufficient amount of a bilingual corpus. Since the introduction of the neural machine translation (NMT) which exploits the deep learning technique, most of the automated text translation service has been altered to the technique since it is reported in many works [13][14] to achieve significantly higher performance in terms of accuracy and coverage. Not only the deep learning has been used for developing translation model, but other related processes in preparing data for the translation have also been shifted to deep learning including word segmentation and part-of-speech tagging task. In this part, we review the published NMT works to find how they perform and what the works find in their conduct. A brief summary of the works is given in Table 1.

Table 1. A summary of existing NMT works by language pair and evaluation result

<table>
<thead>
<tr>
<th>Paper</th>
<th>Language Pair</th>
<th>Result BLEU (improvement)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>English ➔ French</td>
<td>WMT14 37.5+2.8+</td>
</tr>
<tr>
<td>[16]</td>
<td>Arabic ➔ English</td>
<td>-(NIST OpenMT12) 43.9-3.0-</td>
</tr>
<tr>
<td></td>
<td>Chinese ➔ English</td>
<td>(NIST OpenMT12) 32.2-6.3-</td>
</tr>
<tr>
<td>[13]</td>
<td>Chinese ➔ English</td>
<td>(BTEC and SLDB) 48.70+1.5+</td>
</tr>
<tr>
<td>[17]</td>
<td>English ➔ German</td>
<td>25.3-1.1-</td>
</tr>
<tr>
<td></td>
<td>English ➔ Russian</td>
<td>24.1+1.3+</td>
</tr>
<tr>
<td>[6]</td>
<td>English-France</td>
<td>39.92+0.97</td>
</tr>
<tr>
<td></td>
<td>English-Germany</td>
<td>24.60+0.07</td>
</tr>
</tbody>
</table>
The review indicates that NMT has been used in many language pairs such as Turkish-English[14] German-English [9][19], and Chinese-English[8][10], and all of them obtains superior result than the traditional SMT approach. With a requirement of high-performance hardware, NMT with sufficient data is undoubtedly preferred. Many works have gone further to improve the method by adding more techniques to handle low-language-resources issue [6][14][15] which directly affects the translation performance. For Thai language translation, a little-to-none has been tested and publicly reported. Hence, this work aims to study how NMT performs and sets up the baseline for further improvement.

III. DEVELOPMENT OF THAI-ENGLISH NMT

This work applies the basic NMT to develop a Thai to English and English to Thai automatic translation service. Although the developing method resembles the proposed method from [19], some adjustments to suit Thai language have been done for practical usage. For an overview, there are 3 main processes including data preparation, training translation model and translating as shown in Figure 1.

A. Thai-English Data Preparation for NMT

The usual process in preparing Thai based natural processing service is word-segmentation. It is well-known that Thai text is expressed in consequence without a clear word boundary [24] and is complex from being semantically ambiguous [25]. Moreover, the concept of words in Thai is rather vague since Thai emerging words in a modern time are from combining existing words together. Thus, the word-segmentation for Thai is a truly specific to the work such as word as a single syntactic element and words by concept level. For translation purpose, the words are preferred as a concept level for reducing complexity in combining elements in a translation model generating phase. To handle the word-segmentation issue, we select bidirectional neural network regarding the method proposed by Boonkwan et al. [26].

In brief, the BRNN method for segmenting Thai words is to consider an N-gram of characters from the learning texts as a feature for using in bidirectional recurrent neural networks (BRNNs) to generate word boundary inference model. For full details, please see [26].

B. Thai-English NMT

The aim of this work is to study the effect of using neural machine translation (NMT) in a comparison to the tradition statistical machine translation (SMT) and its improved version as hierarchical phrase-based machine translation (HPBT). This work applies the conventional OpenNMT [19] in a development. We design the NMT as open service for Thai-English translation opened for user to use it online. The entire translation process is as shown in Figure 2.
Figure 2. Architecture of our Thai-English NMT service

For details, NMT [19] takes a conditional language modeling view of translation by modeling the probability of a target sentence $w_{1:T}$ given a source sentence $x_{1:S}$ as

$$p(w_{1:T}|x) = \prod_{t=1}^{T} p(w_t|w_{1:t-1}; \theta) \quad (3)$$

This distribution is estimated using an attention-based encoder-decoder architecture [3]. A recurrent neural network (RNN) of a source encoder maps each source word to a word vector. Then, it processes these words to a sequence of hidden vectors $h_{1:s}$. The target decoder combines an RNN hidden representation of previously generated words ($w_{1:t-1}$) with source hidden vectors to predict scores for each possible next word. A softmax layer is used to produce a next-word distribution $p(w_t|w_{1:t-1}; \theta)$. The source hidden vectors affect the distribution by considering on an attention pooling layer that weights each source word to its expected contribution to the target prediction. The complete model is trained end-to-end to minimize the negative log-likelihood of the training corpus. The full details of OpenNMT can be read from [19].

IV. EXPERIMENTS

The goal of this study is to learn the effect in term of translating results when applying deep learning in automatic translation processes in a comparison to the previous traditional approaches. The experiment was split into 3 parts including word-segmentation, translation within dataset and open translation.

A. Evaluation of Word Segmentation

The dataset in this experiment consists of 149,000 Thai-English sentences with 2,418 terms. 10-fold cross validation was applied. The measurements in this experiment are precision, recall and f1 score. We compare the BRNNs and traditional N-gram. We obtained the result shown in Table 2.

Table 2. Word-segmentation results in comparison between BNN and N-gram

<table>
<thead>
<tr>
<th>Fold</th>
<th>BRNN</th>
<th>N-gram</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>1</td>
<td>0.891</td>
<td>0.842</td>
</tr>
<tr>
<td>2</td>
<td>0.837</td>
<td>0.889</td>
</tr>
<tr>
<td>3</td>
<td>0.889</td>
<td>0.829</td>
</tr>
<tr>
<td>4</td>
<td>0.903</td>
<td>0.891</td>
</tr>
</tbody>
</table>

B. Evaluation of Translation within Dataset

The data set in this experiment was bi-tech. It contains 149,000 Thai-English sentences with 6,524 unique terms. The Thai terms were segmented by BNN and post-edited by linguists. The ratio for training, tuning and testing was 80:10:10 percent. The measurement was BLEU score (22) in which compares the automated translation with a set of good quality reference translations using a modified precision. BLEU's output is calculated to a number between 0 and 1 where 1 is the precise translation same as the reference, and 0 refers to nothing alike. The translation results of SMT (baseline), HPBT and NMT of the same settings were compared as providing in Table 3.

Table 3. BLEU score of Thai-English translation from approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>Thai to English BLEU score</th>
<th>English to Thai BLEU score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMT (PBT)</td>
<td>0.259</td>
<td>0.273</td>
</tr>
<tr>
<td>SMT (HPBT)</td>
<td>0.285</td>
<td>0.294</td>
</tr>
<tr>
<td>NMT</td>
<td>0.421</td>
<td>0.442</td>
</tr>
</tbody>
</table>

The NMT outperformed both PBT and HPBT in terms of BLEU score. The difference was -0.14 from HPBT which was the commonly used approach in the past years for Thai-English automated translation [27][28]. In a comparison in a sentence level between NMT and HPBY, we compared BLEU score of each sentence from overall 10,000 test sentences and see if there was better, equal difference is less than 1 score or worse as shown in Figure 3.

![Figure 3](iSAI-2019)

For the worse cases, we looked into them and found that they were the short sentences containing less than 6 six words. The translated words were though in the related...
meaning but different form and were thus calculated to be incorrect leading to lower BLEU point. In overall, there were 54% of cases that NMT performed better. With the use of the same setting and data set, the experimental results signify that an NMT could replace the previous approaches regarding translation capability.

C. Evaluation of Translation from Users

To test the translation model with practical usage, we have opened the NMT translation service online at https://rt.mutl.ac.th as free service available for users since August, 2018. There were about 6,000 Thai sentences and 3,000 English sentences translated in the service. We collected the input and translation results for analysis. Unlike translating within dataset, there were many unknown words in these translations as well as named entities. The inputs were more natural and varied in terms of domain and style.

In this part, we analyse the translation results for the known translation issues including unknown word problem and Thai classifier translation problem. Unknown word problem is a classic problem in automated machine translation since it is difficult to translate the words that were not learned. For Thai classifier translation, it is a difference in grammatical usage between Thai and English in which extra Thai classifier is added in numeral expression such as ช้าง 2 ชิ้น  2 elephants. The classifier is thus also translated as another word and cause the translation to be incorrect.

For the unknown word problem, NMT tends to guess the word through the probability via the neural network and returns the translated word with highest probability while the basic SMT approach returns the original word as it is for the words that not existed in the translation model. Thus, we counted the amount of the words that did not exist in the training dataset, and we manually examine that the words can be translated correctly or not. There are 3 types of translation as correct (same sense), partial (semantically related sense to the words and incorrect (different meaning). For the partial case, we consider the meaning carefully based on types. It will count if the translated word and original word are of the same POS and the meaning is more specific or generalized of the same thing such as dog to mammal (generalized) and literature to document (specific). From analysis, we obtained the results as given in Table 4.

Table 4. Assessment of translation for unknown words from NMT open service

<table>
<thead>
<tr>
<th>Unknown words</th>
<th>Correct</th>
<th>Partial</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>4,095 cases</td>
<td>67 (1.64%)</td>
<td>303 (7.40%)</td>
<td>3,859 (94.24%)</td>
</tr>
<tr>
<td>1,788 cases</td>
<td>49 (2.74%)</td>
<td>171 (9.90%)</td>
<td>1,660 (92.34%)</td>
</tr>
</tbody>
</table>

From the result in Table 4, the NMT could correctly guess the unknown words for about 1-2 percent and partially correct for about 7-9 percent. Those partial correct translations were all acceptable and fit well in a context. However, the incorrect results were misleading and awkward by choosing the word unrelated to the context or selecting opposite meaning term.

With Thai classifier issue, we counted the cases that were inputted to the translation service, and we investigated their translation result. We split the issue into 3 subtypes as unit classifier, collective classifier and measurement classifier. A unit classifier in Thai is an extra word following number with no additional meaning while collective and measuring classifier required to be translated. However, a grammatical expression is different for the two as collective classifier with number should be placed before the core noun in English while measurement classifier is translated and place in same fashion for both Thai and English. Please see the following examples.

- 3 เทียน (candle) 3 เทียน (candle unit classifier)  3 candles
- 2 หนังสือ (book) 2 หนังสือ (piles of book)
- 10 กิโลเมตร (kilometer)  10 kilometers

The issues have been a great hurdle in traditional statistical approach for lower their translation accuracy, and we want to investigate the performance of NMT for this problem. Hence, we counted the correct translation of these cases and obtained the results as shown in Table 5.

Table 5. Performance of Thai to English NMT on Thai classifier issue

<table>
<thead>
<tr>
<th>Classifier Type</th>
<th>Cases</th>
<th>Correct amount (percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit</td>
<td>153</td>
<td>103 (67.32%)</td>
</tr>
<tr>
<td>Collective</td>
<td>92</td>
<td>40 (43.48%)</td>
</tr>
<tr>
<td>Measurement</td>
<td>88</td>
<td>65 (73.86%)</td>
</tr>
</tbody>
</table>

The result shows that the Thai to English NMT produced the correct translation for 62% in overall. The `unit` classifier type which is the often-found issue in the traditional SMT could be solved for about 67%, while the `collective` classifier type obtained the lowest as 43%. We compared these cases with the HPBT and selected some interesting results to be shown in Table 6.

Table 6 Translation results of NMT and HPBT on Thai classifier cases

<table>
<thead>
<tr>
<th>Original Thai</th>
<th>NMT</th>
<th>HPBT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 เขียนดิบให้สามเณร</td>
<td>He bought three book</td>
<td>He buy book three candle</td>
</tr>
<tr>
<td>2 เขาดิบคน</td>
<td>He has four children</td>
<td>He had person four child</td>
</tr>
<tr>
<td>3 เล่นนักกีฬา</td>
<td>Ben got a new one</td>
<td>Ben got a rod</td>
</tr>
<tr>
<td>4 เซ็นเตอร์</td>
<td>Here have five tables</td>
<td>Here have table five</td>
</tr>
<tr>
<td>5 แก้ว</td>
<td>I have six glasses</td>
<td>I have six glasses</td>
</tr>
<tr>
<td>6 นักเรียน</td>
<td>The rope is three centimeters long</td>
<td>Three rope is long</td>
</tr>
</tbody>
</table>
V. CONCLUSION

With the boon of deep learning, neural machine translation (NMT) was invented and become the new standard approach for an automated translation system with noticeably higher accuracy. This paper studies the effect and capability of applying deep learning in machine translation processes in a comparison with traditional statistical approaches for a language pair of Thai and English. The studied processes to be studied include word tokenization and translation. For Thai word tokenization, the chosen deep learning method is bidirectional neural network. The OpenNMT is applied to develop Thai-English translation service. The comparison results indicated that all the processes that apply deep learning technique yield the better results in overall. For word tokenization, the deep learning obtained 0.861 F1 score which was higher than standard n-gram based system for 0.081. The translation results within dataset show that the NMT got the best BLEU score for 0.421 and 0.442 for Thai to English and English to Thai translation respectively, in which are higher than the traditional statistical approach for about 0.16 BLEU score in average. In analysis of practical usage, the NMT could solve the unknown word issue for their ability to guess the word from probability for 9% and 12% for Thai to English and English to Thai translation.
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Abstract—The vowel is considered as the core of syllable in each word. This paper aims to present noisy Thai vowels speech recognition by using Convolutional Neural Network (CNN). The noisy Thai vowels dataset is the speech of Thai vowels in real-world situations. The sound is collected in a real environment from several areas which consist of many types of noise at 30 - 40 dB SNR (Signal to Noise Ratio). It constrains 16 kHz speech data is recorded from a mobile phone. The vowel speeches are separated into 2 groups: male’s voice and female’s voice from 25 male and 25 female speakers. In this research, it constrains 18 classes (9 short vowels and 9 long vowels). Mel Frequency Cepstral Coefficients (MFCCs) are used for feature extraction. The most accuracy rate of the CNN_Thai Simple Vowel (CNN_TSV) model is 90.00% and 88.89% on female and male voices respectively. The comparison results of CNN_TSV model with other models such as MultiLayer Perceptron (MLP) and Support Vector Machines (SVM) show that the CNN_TSV model is the most effective for both female and male voices. This research can be used as one of an alternative model to apply for Computer-assisted language learning (CALL) in the future development direction.
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I. INTRODUCTION

Vowels always make problems than consonants for second language learners [1] whose native language do not have a difference in the duration of vowels [2]. Moreover, some vowels are difficult to pronounce because the vowel is the type of sound, depending largely on very slight variations of tongue position. Speakers or learners cannot determine for themselves where their tongues are. There is no constriction which we can feel with any precision as we do in consonants. So vowels are most easily described in terms of auditory relationships, or terms of the position of the highest point of the tongue and the position of the lips [3]. To explain or to teach vowel pronunciation effectively, experts or linguists such as phonologists, speech therapist or experienced native speakers with special techniques and extra instruments [4],[5] are required.

Thai language is a tonal language which one syllable combines of Consonant + Vowel (CV) or Consonant + Vowel + Consonant (CVC) [6], [7]. C can be an initial consonant and a final consonant. C(C) is a consonantal cluster. Thai simple vowels are separated into short and long vowels. V is a short vowel. V(V) is a long vowel [8]. Each Thai syllable always starts with a consonant and a tone [9]. Basically, the vowel in each syllable is a nucleus of its syllable [10] and it is the most significant part of the speech event. There are 18 simple monophthongs vowels in Thai vowel system [11] which are divided into 9 short and 9 long. The short and long pairs of vowels are quantitatively different (duration), but they are qualitatively similar (frequency). So, it can be seen that Thai vowels have complex pronunciation. There is no doubt that Thai vowels are much more very difficult for Thai beginner learners or non-native Thai speakers to pronounce Thai vowels properly and correctly.

In this paper, we propose the model of vowels speech recognition for Thai language by using Convolutional Neural Networks (CNNs) as it is one of the most popular deep neural networks. Recently, Convolutional Neural Networks (CNNs) have been applied for Automatic Speech Recognition (ASR) and showed higher performance. CNNs can reduce frequency variant in robustness models. There are a few studies in noise-robust Thai speech recognition, especially for Thai vowels. Since Thai vowel data set are not available for public usage, the data set has recently been collected from 50 Thai native speakers (25 male's voice and 25 female's voice). This paper focuses on apply CNN model in 18 Thai vowels speech recognition with real-world noise.

Remaining part of the paper is prepared as follows: Related work is shown in section II. Section III describes the dataset and the model architecture in our experiments. Section IV reports the results that we obtained. Finally, conclusions are presented.

II. RELATED WORK

There are many research works of vowels have been proposed that can be found in [12], [13], [14], [15], [16]. Recently, Convolutional Neural Networks (CNNs) model has been applied in not only computer vision but also speech recognition. In speech recognition tasks applied the benefits of the CNNs model in various works because CNNs can be used to reduce frequency/spectral variations. CNN for Automatic speech recognition (ASR) [17] used a variety of strategies, such as pooling and weight sharing, which was a technique used in CNN architecture, therefore results were improved. In a small-footprint keyword spotting (KWS) task [18], CNN architecture was used for 14 phrases classification (‘answer call’, ‘decline call’, ‘email guests’, ‘fast forward’, ‘next playlist’, ‘next song’, ‘next track’, ‘pause music’, ‘pause this’, ‘play music’, ‘set clock’, ‘set time’, ‘start timer’, and ‘take note’). It provided 27 to 44% relative improvement in the false reject rate. Large-scale Speech Tasks [19] and Noise Robust Speech Recognition [20], researches proposed the best CNN architecture and strategies. In Large-scale Speech Tasks, achieved a word error rate (WER) of 12% to 14% relative improvement on 3 Large Vocabulary Continuous Speech Recognition (LVCSR) tasks, These tasks

* Corresponding author.
were a 50 and a 400-hour Broadcast News (BN) task and a 300-hour Switchboard (SWB) task respectively. Noise Robust Speech Recognition on Aurora4 reached 8.81% in WER. It also achieved 10.0% relative reduction over the traditional CNN on AMI meeting transcription task. The robustness of CNN acoustic models [21] was used with two techniques to increase performance: autoregressive moving average spectrogram features and channel dropout. Channel dropout method reached 16% in WER with ARMA features and 20% with FBANK features over the baseline CNN. Combination of models was used to increase the efficiency of speech recognition on LVCSR task [22]. Model architecture consisted of CNNs, LSTMs, and DNNs which was called CLDNN. The CLDNN achieved 4 to 6% relative reduction in WER over LSTM. Speech recognition tasks in Thai are shown in [23] using the neuro-fuzzy system with Thai 8 words such as forward, back, left, right recorded in a different noisy environment. It showed that each factor has different effects on recognition accuracy. Double Filter Banks for feature extraction and Euclidian distance for the recognition processes [26]. The raw input speech signal was extracted by Convolutional Long Short-Term Memory Neural Network (ConvLSTM-RNN model) and it was classified by Support Vector Machines. It was experimented on IEMOCAP database. The result of SVM with Polynomial Kernel in 192 Phoneme archived accuracy rate at 65.13%. For tasks on vowels, CNN was applied to use with Javanese language (which is a language of Indonesia) [27], [28]. Mel-frequency spectral coefficients (MFSC) was used to extract the feature. Dataset consisted of 250 Javanese middle vowels sound file recorded by only one speaker. The output consisted of 5 classes. The result was 94% accuracy. In [29] applied the reduction of the order of Linear Predictive Coefficients (LPC). The reduced set of Critical Band Intensities (CBI) was selected. The optimization was used in short and long vowels classification and unmixd and mixed vowels recognition in Thai spoken language. The voices were collected from 6 speakers. Result of classifying frames for short and long unmixed vowels for the 3 male model, the 3 female model, and the 2 male-2 female model archived accuracy at 89.39, 89.83, and 87.67 respectively. The 1,134 samples were used for training in the male model and female model. The 1,512 voice samples for the mixed-gender model. Our research is inspired by many speech recognition tasks that used CNNs that we applied to noisy Thai vowels.

### III. EXPERIMENTS

We design the experiments to determine the suitable parameters in the CNN architecture for noisy Thai vowels recognition. Our research compares some methods using various strategies such as Padding [20] which experimental results showed that padding in feature maps for very deep CNNs was important. It could save the size of feature maps and made more improvements. Dropout [30] could reduce the over-fitting problem. Dropout, ReLU, and DNN were applied on a 50-hour English Broadcast News task, results over a DNN with sigmoid, and a GMM/HMM system 4.2%, 14.4% relative improvement respectively. Batch Normalize [31] was used to support the convolution neural network for faster convergence in training. And increasing the number of convolution layers and hidden units are used to evaluate the performance of the model. After that compare the CNN model with the Multilayer Perceptron (MLP) model and the Support Vector Machines (SVM) model.

### A. Dataset

Thai vowels data set is not available for public usage. Therefore, in this research, noisy Thai vowels dataset is the speech of Thai vowels in real-world situations. The sound is collected in a university environment from several areas which consist of many types of noise at 30 - 40 dB SNR (Signal to Noise Ratio) such as vehicles from the road, people talking in the canteen, music at the college of music, wind in the park, and animals sound like dogs and bird. It constrains 16 kHz speech data is recorded from a mobile phone.

The speech of male and female are separately recorded and collected because of the pitch. Following the principle of linguistics study, the pitch of male and female are different: male’s pitch is low, but female’s pitch is high. The vowel speeches are separated into 2 groups: male’s voice and female’s voice from 25 male and 25 female. All of them are 20-25 year-old standard Thai speakers. In this research, it constrains 18 classes (9 short vowels and 9 long vowels like Thai simple vowels grouping). Each speaker speaks 2 times each vowel, the total of the collected voice is 1,800 sound files of Thai vowels included of 900 male’s files (18 vowels x 25 males x spoken twice) and 900 female’s files (18 vowels x 25 females x spoken twice). The 80% of the total files in each group is used for training and the 20% for testing. The sound is collected in normal environments, thus there are many types of noise such as vehicles, people talking, music, wind, animals, and others. 16,000 Hz sampling rate is used for each record in datasets.

<table>
<thead>
<tr>
<th>Vowels</th>
<th>Short</th>
<th>Long</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thai letter</td>
<td>Phonetic</td>
<td>Thai letter</td>
</tr>
<tr>
<td>อ</td>
<td>/a/</td>
<td>อ</td>
</tr>
<tr>
<td>า</td>
<td>/a/</td>
<td>า</td>
</tr>
<tr>
<td>ิ</td>
<td>/u/</td>
<td>ิ</td>
</tr>
<tr>
<td>อ</td>
<td>/u:</td>
<td>อ</td>
</tr>
<tr>
<td>อ</td>
<td>/e/</td>
<td>อ</td>
</tr>
<tr>
<td>อ</td>
<td>/e:</td>
<td>อ</td>
</tr>
<tr>
<td>อ</td>
<td>/o/</td>
<td>อ</td>
</tr>
<tr>
<td>อ</td>
<td>/o:</td>
<td>อ</td>
</tr>
</tbody>
</table>
After the collecting of noisy Thai vowels speech dataset, a Thai linguist has the sound files cut and selected only vowel sound by using linguistic measurement with PRAAT tool. PRAAT is a computer program for analyzing, synthesizing, and manipulating speech developed by Paul Boersma and David Weenink [32]. It is a formidable research and teaching tool for phonetics that is commonly used by linguists in worldwide phonetic researches because it is probably the most comprehensive toolbox, and it is certainly the most affordable with the top-quality graphic representations of speech.

B. Input features

Previous works, CNNs for speech recognition [19] have been defined input features with a size of \( \text{#times} \times \text{#frequencies} = 11 \times 40 \). In the research [20], the default input map size for the model was set to 11x40 as well, and researchers experimented with extending the time and the frequency. They received better results with the full-extension model (21x64) and achieved a WER of 9.8%.

In this research, the speech signal of Thai vowels was preprocessing by a package for audio and music analysis calls LibROSA library in python. For input feature extraction, librosa.feature.mfcc was used for extracted MFCC features: sampling rate of 16000, number of MFCCs to return are 40 and 64 was set in parameters.

To experiment with the appropriate input features, we initialized the default MFCC features to 11x40, and we extended both time and frequency to find the appropriate value in this research.

C. Baseline structure

In our research, the baseline CNN structure consists of 2 convolutional layers. The first convolutional layer has 32 filters (2x2) followed by max-pooling (2x2), while the second convolutional has 64 filters (2x2) but no pooling layer. ReLU activation function [30] is used in this architecture as it has been used most widely in convolutional neural networks or deep learning and can reduce the calculation time. All of the pooling layers use filter (2x2) and stride of 2. Finally, the fully connected layer uses 64 hidden units and a Softmax activation function. Adam optimizer [11] is used in this model because Adam converges faster and provides high performance. The output classes are 18 class. The Fig. 1. shows details of the baseline CNN model architecture are built for Thai vowels classification.

D. Model architecture

Our CNN architecture of Thai Simple Vowels in this paper is called the CNN_TSV model that derived from the benefits of experimental results section 4.1 to 4.5, and we used it to compare the MLP and SVM models in section 4.6. The CNN_TSV model consists of 3 convolutional layers. The first convolutional layer has 32 filters (2x2) followed by max-pooling (2x2) and dropout 20%, the second convolutional has 64 filters (2x2) followed by max-pooling layer and dropout as the first convolutional layer. While the third convolutional layer has 128 filters (2x2) and uses dropout 20% but no pooling layer. Finally, a fully connected layer uses 64 hidden units, a dropout 50%, and a Softmax activation function. This model uses padding strategy, Adam optimizer, batch normalize is 32. In the female, the appropriate input features are 11x40 and the male are 11x64. This architecture is shown in Fig. 2.

E. Implementation details

For our experiments, we implemented models with python on Keras framework and backend is a TensorFlow. We evaluated our model on Windows 64 bit with Intel CORE i7 CPU, 8 GB memory and Nvidia GeForce GTX 1050 GPU.
Table II above presents the experimental results, the appropriate input features for both male and female voices are 11x64. In contrast, female at 17x64 shows the best result at 83.89% using padding does not improve the performance (not used with any strategy).

### B. Dropout

Based on our experimental results on computer vision that demonstrate effective experiments when using dropout and padding. This paper made more experiments to achieve better performance by using dropout. Moreover, when padding has been used, the results are improved by 5 to 8% over No padding.

Table III shows the better results by using input features at 11x40, 11x64 and 17x64, therefore these 3 input features are used in the next experiment.

### C. Batch normalize

In this section, both with and without batch normalize strategies are tested. Values of batch normalize of 32, 64 and 128 are used respectively.

Table IV shows the input features (11x40, 11x64 and 17x64) of male and female are taken to find the average value to consider the results. The experiment for the female voice, the appropriate input features are 11x40. Average accuracy at 88.33%. For the male voice, the appropriate input features are 11x64. Average accuracy is 87.50%. The appropriate batch normalize of male and female is 32 which gives 88.89% accuracy.

### D. Number of the convolution layer

When extending the convolution layer from 2 to 3, Table V below shows the better results. Especially, the improvement is clear for the female that achieve 90.00%. Although for males voices, the results increase the convolution layer are not different but we believe that adding more convolutional layers will give better results in future experiments.

Table VI, the results conclude that adding hidden units in the fully connected layer does not improve performance, therefore a 64 number of hidden units are used.

### E. Number of hidden units

Our research compares the results of experiments with a different number of hidden units with 3 convolutional layers. Table V provides the effective results that we obtain for both male and female.

### F. Comparison between CNN_TSV, MLP and SVM model (k-fold = 10)

The experimental represents comparing the CNN_TSV model with the MLP model and the SVM model. The CNN_TSV model is derived from experimental results section IV (A-E). The result from Fig. 3 shows that the appropriate epochs on the female voice are 500 epochs. The mean of accuracy is 84.86% and the standard deviation is +/- 4.14%. On male voice, the appropriate epochs are 1000 at 89.72% and the standard deviation is +/- 2.79%. The Multilayer Perceptron Classifier (MLP Classifier) is used on a baseline of the MLP model consists of a hidden layer of 256 units. The RELU activation is used in this model, Solver is Adam optimization, 32 batch size and the initial learning rate is 0.001. For the SVM model uses Support Vector Classification (SVC), linear is set to the kernel, and decision function of shape is one-vs-rest (‘ovr’). All models use the same input features.
As described in Table VII, the results show the CNN_TSV model provides the highest mean accuracy and efficiency for both female and male, 84.86% and 89.72% mean accuracy respectively.

G. The confusion matrix, Precision, Recall, and F1-score of the CNN_TSV model

For error analysis, the confusion matrix of the CNN_TSV model on female and male voice is shown in Fig. 4. From the confusion matrix, the most confusing pair of Thai vowels on female voice is ('/o:/ ' and 'i:/'). Subordinate confusing pair are ('/o:/' and '/a:/'), ('/o:/' and '/ea:/'), ('/a:/' and '/o:/'). On male voice, the most confusing pair of Thai vowels are ('/o:/' and '/u:/'), as the female voice, and ('/o:/' and '/u:/'). Subordinate confusing pair are ('/o:/' and '/u:/'). The experiment has found that '/o:' and '/u:' vowels are the most confusing pair of both genders. Moreover, in each of the confusing pairs are short and long vowels which contrast in its duration.

Table VIII presents the precision, recall, and f1-score of the CNN_TSV model for classifying each vowel. The lowest of F1 score on the female voice is '/o:/' (0.76) , and the male voice is '/o:/' (0.70) and '/u:/'. The f1-score results are relevant with the confusion matrix. On the other hand, the highest of F1 score (1.00) on the female voice is '/i:/', and the male voice is '/i:/' and '/e:/', and '/o:/'.

V. CONCLUSIONS

This research presents a nosy Thai vowels speech recognition task using a CNN acoustic model. Our research experiment on a newly collected noisy data set. This dataset consists of 25 male and 25 female voice records. The voices are grouped into 18 classes for each gender. The evaluation is done with time and frequency expansion. We have found that the appropriate input features are 11x40 for female voices and 11x64 for male voices. Padding and Dropout are used by 20%, it improves the performance by 5% - 8%. The appropriate value of Batch normalize strategy is at 32. The most accuracy rate of CNN_TSV model is 90.00%.

Finally, the comparison of the CNN_TSV model with MLP and SVM model that the CNN_TSV model is the most effective for both female and male voices. The mean accuracies reached are 84.86% and 89.72% respectively. The most confusing pair of both genders are '/o:/' and '/u:/' and '/o:/' and '/e:/'. The highest of F1 score (1.00) on the female voice is '/i:/', and the male voice is '/i:/' and '/e:/', and '/o:/'.
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Unsupervised Multilingual Ontology Learning

Abstract—Multilinguality poses a big challenge to the growth of semantic web. In order to develop multilingual applications we need to develop ontologies which can be shared across languages. In this paper we propose an unsupervised learning algorithm to automatically learn multilingual ontology from unstructured text. We propose three different approaches for multilingual ontology learning: Dictionary based method, parallel corpus based method and Latent Dirichlet Allocation (LDA) based method. While the first two approaches require availability of dictionary and parallel corpus, the LDA based approach does not require any special resource. We have conducted our experiments for two languages, English and Hindi, however the proposed method is general enough to be adopted for other languages also.

Index Terms—Ontology learning, Expectation-Maximization, multilingual ontology, unsupervised learning

I. INTRODUCTION

Ontology, defined as ‘Explicit specification of conceptualization’ [12], remains at the heart of Semantic Web. A lot of research is being done to (semi) automatically construct ontology from structured or unstructured text. Conceptualization of an ontology extracted (automatically or semiautomatically) from natural language text is often constrained by lexical space of the language. As the lexico-semantic structure of languages vary, the ontologies constructed (for same domain) from different language may also vary. As noted by [19] ‘No matter how expressive ontologies might be, they are all in fact lexical representations of concepts’. In order to overcome the boundaries of languages and build a language independent ontology, we need to merge evidences from multiple languages.

In this paper we present a multilingual ontology extraction system. We carry out our experiments with the following multi-fold aims,

• How to develop an ontology which can be shared across languages?: Lexicalization of concepts varies across languages. This creates lexical gaps and difference in conceptual structure. In order to share ontology across languages we need to merge lexical and semantic structure of different languages and build a language neutral conceptualization.

• Can evidences from multiple languages improve automatic ontology learning process? [17] have shown that evidences from multiple languages improves taxonomy learning. However the evidences used for ontology extraction in monolingual setting are mostly language specific and can not be extended across languages. We aim to develop an ontology learner which can compare and relate concepts across languages and can integrate evidences from heterogeneous sources e.g. WordNet, Lexical Patterns, distributional similarity, etc.

• Can we improve ontology learning process for a language with limited resources by consulting other language with rich resources? Ontology learning process often involves use of rich resources like WordNet, Wikipedia, etc and tools like Parser. If some language does not have these resources, can we use resources of languages like English to build ontology for resource poor language?

In order to address above mention issues, we propose an ontology learning system which can learn ontology by merging evidences from different languages. We present three different approaches of multilingual ontology learning: Bilingual Dictionary based, Parallel Corpus based, and Comparable corpus based. The proposed ontology learning algorithm is completely unsupervised and does not require sophisticated NLP tools or resources.

We have conducted our experiments for two language, English and Hindi and for two domains, tourism and health. We have restricted our experiments to detect taxonomic relations and build concept hierarchy, however the proposed system can be adopted to construct more complex ontologies by detecting non-taxonomic relation.

The remaining of the paper is organized as follows, Section 2 describes related work, section 3 describes an expectation-maximization based algorithm for ontology learning, section 4 presents multilingual ontology learning process, experiments and observations are discussed in section 5 and 6.

II. RELATED WORK

In this section, we describe various ontology learning methods for mono lingual setting and multilingual setting.

A. Ontology Learning: Monolingual

Ontology learning approaches can be divided into three categories: heuristic based, statistical and hybrid techniques. Heuristic approach [14], [2], [11] primarily relies on the fact that ontological relations are typically expressed in language via a set of linguistic patterns. [14] outlined a variety of lexico-syntactic patterns that can be used to find out ontological relations from a text. [2] used a pattern-based approach to find out part-whole relationships from the text. Heuristic approaches rely on language-specific rules which can not be transferred from one language to another.

Statistical methods relate concepts based on distributional hypothesis [13]. Context vectors of two concepts are compared using various similarity measures. All these measures give semantic relatedness between a pair of concepts, however they do not identify the type of semantic relation. More recently there has also been work on finding out relation between a pair of concepts using directional distributional similarity [18],
[20], [16] performed semantic clustering to find semantically similar nouns. [27] proposed a divisive clustering method to induce noun hierarchy from an encyclopedia.

Hybrid approaches leverage the strengths of both statistical and heuristic based approaches and often use evidences from existing knowledge bases such as WordNet, Wikipedia, etc. Table I shows various measures which can be used as features to compare concepts and learn ontology.

[3] combined the lexico-syntactic patterns and distributional similarity based methods to construct ontology. The calculate cosine similarity between vectors of a pair of nouns and used for hierarchical bottom-up clustering. Hearst-patterns are used to detect hypernymy relation between similar nouns. In a similar approach, [5] clustered nouns based on distributional similarity and used Hearst-patterns, WordNet [10] and patterns on the web as a hypernymy oracle for constructing a hierarchy. [9] used Wikipedia to extract ontology for different languages. [31] have used probabilistic topic modeling framework to learn terminological ontology.

### B. Ontology Learning: Multilingual

While a lot of work for ontology learning is done for monolingual setting, not much work is done in multilingual setting. [17] have shown benefits of merging evidences from multiple language. [17] have used hierarchical clustering to learn ontology from comparable corpora. The approach for building the multilingual model presented in this work assumes that a domain-specific bilingual dictionary is available. In a similar approach, [33] have used Affinity Propagation clustering (AP clustering) algorithm to process clustered terminologies.

There has also been efforts to construct multilingual knowledge base by using existing resources. recently, [21] have used multilingual documents of Wikipedia to construct multilingual knowledge base. Similarly, [24] have constructed a multilingual lexical knowledge network by combining multilingual information from WordNet and Wikipedia. Apart from this, [30] have tried to relate words across languages using latent topic vector.

#### C. Proposed Approach

Almost all of the existing multilingual ontology extraction work relies on availability of bilingual lexicon or parallel corpus and extracts taxonomy using clustering techniques. They do not use pattern based measures or other sources (e.g. Wordnet) to detect semantic relations. The key contribution of our work is as follows,

- The proposed approach is completely unsupervised and does not rely on availability of bilingual dictionary.
- The proposed system does not require availability of sophisticated NLP tools or language specific resource and hence can be easily adopted for resource poor languages.
- We describe three different scenarios with different degree of resource available, any of which can be used based on the resource availability.
- The proposed framework is general enough to accommodate different measures of semantic relation detection.

### III. Ontology Learning Process

We have used an Expectation Maximization based algorithm for domain specific ontology learning. The various measures used to detect relation between a pair of concepts are as shown in table I. The expectation maximization algorithm consults these features and predicts relation between the pair of concepts. The general process of monolingual ontology learning is as described in Fig. 1.

The input text is first pre-processed to build context vector for each term. Preprocessing involves POS tagging, morph analysis, stop words removal. Key terms from the corpus are extracted using pattern based method. Lexical pattern \((NP)^*(NP)\) is applied to extract key phrases from the corpus. Terms are filtered out using weirdness measure [1]. For each term the context vector is created using bag of word approach. Co-occurrence is calculated using Point-wise Mutual Information [4] measure.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_1)</td>
<td>Cosine Similarity</td>
<td>(\cos(w_1, w_2) = \frac{\text{cos}(w_1, w_2)}{</td>
</tr>
<tr>
<td>(f_2)</td>
<td>Words Precision</td>
<td>(WP(w_1, w_2) = \frac{\sum_{f \in F} P(w_1) \cdot P(w_2)}{\sum_f P(w_1) \cdot P(w_2)})</td>
</tr>
<tr>
<td>(f_3)</td>
<td>Cosine Words</td>
<td>(CW(w_1, w_2) = \frac{\sum_f P(w_1) \cdot P(w_2)}{\cos(w_1, w_2) \cdot \sqrt{\sum_{f \in F} P(w_1)^2} \cdot \sqrt{\sum_{f \in F} P(w_2)^2}})</td>
</tr>
<tr>
<td>(f_4)</td>
<td>Clarkesill</td>
<td>(CDE(w_1, w_2) = \frac{\sum_{f \in F} P(w_1) \cdot P(w_2) \cdot \min(f(w_1), f(w_2))}{f(w_1)})</td>
</tr>
<tr>
<td>(f_5)</td>
<td>Frequency Ratio</td>
<td>(\text{ratio}(w_1, w_2) = \frac{f(w_1)}{f(w_2)})</td>
</tr>
<tr>
<td>(f_6)</td>
<td>Head Word heuristic</td>
<td>((NP)(NP)) is hyponym of ((NP))</td>
</tr>
<tr>
<td>(f_7)</td>
<td>Neighbor Pattern</td>
<td>(((NP) \cdot (NP)(CC{1}) \cdot (NP))</td>
</tr>
<tr>
<td>(f_8)</td>
<td>WordNet hypernym</td>
<td>(\text{hypernym}(w_1, w_2))</td>
</tr>
<tr>
<td>(f_9)</td>
<td>WordNet Synonym</td>
<td>(\text{synonym}(w_1, w_2))</td>
</tr>
<tr>
<td>(f_{10})</td>
<td>WordNet Neighbor</td>
<td>(\text{co-hyponym}(w_1, w_2))</td>
</tr>
</tbody>
</table>

**Table I** Features for ontology learning
After preprocessing and context vector construction, values of different features are calculated as per the formula shown in Table I. Table II shows example output after feature calculation. Column f_j to f_k shows the calculated value for the features (defined in Table I), columns H, S, N corresponds to relations (to be predicted) Hypernym, synonyms and neighbors respectively. The first row describes calculated features values for word ‘haemorrhagic fever’ and ‘dengue haemorrhagic fever’. As shown in Table II the output of different features does not match and they often contradict. Our aim is to predict the correct relation between the pair of words using the observed values of features.

We model this as a Bayesian Network Learning Problem, where observed variables (x) are the features we calculate and hidden variables (y) are the relation that we want to predict. For any relation label y paired with feature attribute values x_1...x_d, likelihood for complete training set n can be calculated using following formula,

\[
L(\theta) = \sum_{i=1}^{n} \log \sum_{y=1}^{k} (P(Y^{(i)} = y) \prod_{j=1}^{d} P(X_j^{(i)} = x_j | Y^{(i)} = y))
\]

(1)

Here, \(P(Y = y)\) and \(P(X_j = x_j | Y = y)\) for \(j = 1, 2, ..., d\) are network parameters. Let’s define parameter vector \(\theta\) as a vector consisting values of these parameters.

1) EM Algorithm: The EM algorithm starts by randomly choosing the initial parameter values \(\theta_0\). At each iteration value of hidden variable \(Y^{(i)}\) is calculated as a function of the training set and the previous parameter values \(\theta_{t-1}\); and then new parameter values \(\theta_t\) are updated using the observed variables and previously estimated hidden variables. [15], [7].

2) E-Step: For the given value of \(\theta\), E-Step calculates probability of hidden variable for each example \(X_i\) using following formula,

\[
\delta(y|i) = P(Y^{(i)} = y | X^{(i)}; \theta_{t-1})
\]

\[
\delta(y|i) = \frac{P(Y^{(i)} = y) \prod_{j=1}^{d} P(X_j^{(i)} = x_j | Y^{(i)} = y)}{\sum_{y=1}^{k} P(Y^{(i)} = y) \prod_{j=1}^{d} P(X_j^{(i)} = x_j | Y^{(i)} = y)}
\]

\[
\delta(y|i)\text{ is defined to simplify notation of M-Step. The value for } \delta(y|i) \text{ is the conditional probability for label } y \text{ on the } i\text{th example, given the parameter values } \theta_{t-1}. \text{(denominator in the equation of } p(Y^{(i)} = y | x^{(i)}; \theta_{t-1}) \text{ ensures that } \sum_{y=1}^{k} P(Y = y) = 1).}
\]

Experience of \(Y\) is calculated using following formula

\[
E(Y = y) = \sum_{i=1}^{n} \delta(y|i)
\]

(2)

3) M-Step: The second step at each iteration is to calculate the new parameter values (elements of vector \(\theta\)), as

\[
P(Y = y)^t = \frac{\sum_{i=1}^{n} \delta(y|i)}{n}
\]

(3)

where, \(n = \text{total number of examples}\)

\[
p(X_j = x_j | Y = y)^t = \frac{\sum_{i=1}^{n} \delta(y|i)}{\sum_{i=1}^{n} \delta(y|i)}
\]

(4)

IV. MULTILINGUAL ONTOLOGY LEARNING

This section presents three different approaches of Multilingual Ontology learning. Bilingual dictionary based, Parallel corpus based and comparable corpus based.

A. Bilingual Dictionary Based Cross Lingual Ontology Learning

In this section we are presenting a cross lingual ontology learning method through which ontology can be learned for a language using the resources available for other language. We present a scenario in which a mono lingual corpus and bilingual dictionary are available. The overall learning process is as shown in the Fig 2.

Let’s say, language A is the resource poor language for which we want to learn ontology using resources of language B. The basic conceptual structure is constructed using the contextual evidences of language A. Domain specific terms and their context vector are constructed using the monolingual corpus available in language A. Then, for each pair of word \((w_1, w_2)^A\) in source language a corresponding word pair \((w_1, w_2)^B\) is found in the target language using bilingual dictionary. The knowledge base (e.g. WordNet) and patterns of language B are used to detect relation between the pair of words. Evidences from both languages are then merged to build feature vector.

![Fig. 1. Ontology Learning Process](image)
This approach is particularly useful when resources like WordNet, Wikipedia etc are not available for a language. Also, Named entity recognition improves by checking translation of each term. We call this approach cross lingual, because the context vector and statistical relation between word pair is created from a monolingual corpus and then patterns and WordNet of other languages are used to detect semantic relation.

### B. Parallel Corpus based Approach for Multilingual Ontology learning

This section describes a method to construct a multilingual ontology by merging conceptualizations of two languages. The proposed approach builds multilingual context vector using parallel corpus. The overall ontology learning process is as shown in Figure 3.

As shown in Figure 3, we construct feature vector for both native language and foreign language separately. In order to merge these feature vectors we learn word alignment from the parallel corpus. We have used giza++ [26] to learn word alignment. Once the features are constructed in both languages, word alignment is used to find out translation word pair \((w_1^{t}, w_2)\) for the source word pair \((w_1, w_2)\). Then the feature values are added and normalized to construct merged feature set for a concept pair.

The various statistical measures described in previous section are applied on multilingual feature vector to relate concepts. Knowledge based and lexical patterns of both languages are used to identify relationship between concepts.

### C. Comparable Corpus Based Approach

In order to relate concepts across languages we need to prepare a language independent description for concepts. We rely on Latent Dirichlet Allocation (LDA) based topic model [8] for this. LDA provides a language independent latent topic distribution for each word. We first create word topic distribution from bilingual corpus using BiLDA [25], [22], [29]. BiLDA provides a common latent topic distribution for words of different languages. We use these word topic distribution to compare concepts across languages.

Fig 4 shows the overall learning process. The word topic vector created using BiLDA is used to compare concept across languages and features mentioned in previous section are calculated using this ‘word-topic’ vector.

### V. Experiment and Evaluation

For english we have used morpha [23] morph analyzer and stanford POS tagger ¹, for hindi we have used morph analyzer and pos tagger developed at IITB ².

We have conducted experiments for two domains, Health and Tourism and for two languages, English and Hindi. We choose English as resource rich language and Hindi as resource poor language. Table III shows the details of the corpora. We preprocess the english corpus using Stanfor POS tagger and Morpha and Hindi corpus with CFILT POS Tagger. After extracting key terms and building context vector the features are extracted as described earlier.

We have carried out four different experiments for both domains, Monolingual, Dictionary based cross lingual, parallel corpus based multilingua and comparable corpus based. The experiments were aimed to detect four different relation classes, hypernym, synonym, neighbor and no relation. Table IV summerizes the results of each experiments.

As shown in Table IV overall precision and recall is improved for dictionary based and parallel corpus based approaches. English monolingual performs better than Hindi monolingual since the health domain contains many borrowed words which are transliterated in Hindi. This is also a reason why cross lingual dictionary based approach performs better than Hindi monolingual. The LDA based approach performs reasonably well considering that it does not require parallel corpora or dictionary. However, LDA based approach does not work for multiword terms or noun phrases.

VI. CONCLUSION

We have presented three different approaches for multilingual ontology learning. We observe that consulting evidences from more than one language helps overall ontology learning process. Multilinguality helps in building ontology for resource poor language by taking support of resource rich language, it also helps in better term extraction and relation extraction. We have used limited set of features and expectation maximization algorithm, however the techniques discussed here can be used for any set of features. The proposed method is completely unsupervised and can be used for any language.
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Abstract—The recommendation system has been widely used in various areas, e.g., entertainment, education, and travel. However, this technique faces two main challenges which are Cold Start and High-Dimensionality problems. The cold start happens when the system does not have enough profile of new users; therefore, the system cannot recommend products to them. The second issue comes from the fact that there are a lot of distinct products or users to be recommended. Recently, Extreme Multi-label Classification (XMLC) has been applied to the recommendation system and addressed the Cold Start issue. However, the previous method still has a high-dimensionality issue. In this paper, we proposed a new approach, namely XMLC-PAO, which integrated label space reduction with XMLC. In more details, we transformed the recommendation problem to XMLC and applied Singular Value Decomposition (SVD) to generate reducing operator of label space (products’ or users’ label space). For the feature space, Deep Learning technique has been used to extract features from texts. From the experiments with Stackoverflow online forums dataset, we have found that the XMLC-PAO showed better performance in terms of RECALL@M and NDCG@M when the dimensions were reduced to 50% and 80% of the original size.

Index Terms—extreme multi-label classification, recommendation system, cold start problem, singular value decomposition - SVD

I. INTRODUCTION

Recommendation system is a tool for recommending users of what items they are looking for. It has been used in a variety of area such as movies, music, books, and research articles. However, there is a classic problem in recommendation system called "Cold Start" which is about a system that could not recommend new items to any users or could not suggest any items to new users as there is no previous interaction.

Examples of traditional cold start solutions are 1) ‘Statistical model-based approach’ which is using the corresponding probability distribution statistics user for projecting and initializing rates and high probability items to recommend, 2) ‘Average approach’ in which the original rating matrix is filled using the average of all ratings of the items before collaborative filtering, and 3) ‘Mode approach’ that user’s predicted result score is calculated from the most often user rating. However, those methods still have an area of improvement in recommendation system [1].

Multi-label classification is a classification of items which have multiple correlated labels. It was initially studied by Schapire and Singer in text categorization [2]. Later many techniques in multi-label classification have been proposed for various applications such as semantic scene classification, music emotion categorization, automated tag recommendation, bioinformatics research and sentiment analysis [3]. Extreme multi-label classification is a multi-label classification that has extremely large set of target label [4] such as online forums which have been created for asking opinions or questions in any community.

The eXtreme Multi-Label Classification Method (XMLC) has been used in predicting a set of users (labels) who will want to respond to any new items in online forums. Stackoverflow online forum dataset could be used as items of the recommendation system. It is in a form of ‘thread’ starting by posting questions or asking others for opinions on a certain topic. While community members would be enable users to ask questions, the key of system is to ensure that the members find questions relevant to their interest to get them answered. Selecting a subset of users from the set of all users in the community poses significant challenges due to scalability and sparsity [5].

One possible approach to deal with High-Dimensionality issue which leads to scalability and sparsity in extreme multi-label classification is to transform into subset of original label hypercube view which has important correlations between labels before learning. Principal Label Space Transformation (PLST) is a simple and efficient method which relies on only singular value decomposition as the key step [6].

This paper aims to apply combination of eXtreme Multi-Label Classification and Principal Label space transformation (XMLC-PAO) with the Stackoverflow online forum dataset. The input thread is processed by using stacked bi-directional
Gated Recurrent Units (Bi-GRU) architecture for text encoding along with cluster sensitive attention (CSA) for exploiting correlation along the large label space [5]. Application of Principal Label Space Transformation in reducing extreme multilabel space can reduce high-dimensionality problem before creating prediction network; however, deep neural network structure needs to be transformed from a classification model to a regression model. The XMLC-PAO models of different reducing dimensional ratio would be evaluated by values of MRR, RECALL@M, and NDGC@M comparing with the original model architecture [5].

II. BACKGROUND

Recommendation system is a system that tries to match user’s profile (content-based filtering) or user’s social environment and past behavior (collaborative filtering) with some reference characteristics that are related to item characteristics. User-item can be associated with various kinds of interactions such as ratings, bookmarks, purchase frequency, number of ‘likes’, number of page visits etc.

A. Cold Start Recommendation Problem

Cold start problem is a problem that recommendation systems could not match user’s characteristic to any reference for recommending any items. There are three cases of cold start which are:

1. **New community**: It refers to a new recommendation system that has already had a catalog of items but has no users.
2. **New user**: If a new user has just registered, there is no interaction provided to the system.
3. **New item**: If a new item is added, there is no content information in the system.

The common problem of those cases is a lack of user-item interaction which makes it challenging to provide reliable recommendations (Fig.1). However, our framework study would only focus on a new item cold start scenario and create recommendation model to predict potential users to that item.

B. Definition of multi-label classification

Extreme multi-label classification (XMLC) refers to a task of assigning items into their most relevant subset of labels from an extremely large collection of class labels. The fundamental difference between multi-label classification and traditional binary or multi-class classification is that in multi-class classification only one among the possible labels applies to an item, whereas in multi-label classification the labels can be correlated with each other or have a subsuming relationship, and multiple labels can apply for an item (e.g., ‘politics’ and ‘White House’ for news articles, ‘electronics’, ‘Samsung’ and ‘smartphone’ for products, ‘Eiffel tower’ and ‘vacation 2017’ for images) [5].

Let $X \in \mathbb{R}^P$ and $Y \in \{0, 1\}^K$ be an $P$-dimensional feature space and $K$-dimensional binary label space, where $P$ is the number of features and $K$ is a number of possible labels, i.e. classes. Let $D = \{\langle x_1, y_1 \rangle, \langle x_2, y_2 \rangle, ..., \langle x_q, y_q \rangle\}$ is a set of $q$ objects (e.g., documents, images, etc.) in a training dataset, where $x_i \in X$ is a feature vector that represents an $i^{th}$ object and $y_i \in Y$ is a label vector with the length of $K, [y_{i1}, y_{i2}, ..., y_{iK}]$. Here, $y_{ij}$ indicates whether the $i^{th}$ object belongs (1) or not (0) to the $j^{th}$ class.

In general, 2 main phases are exploited in a multi-label classification problem: (1) model training phase and (2) classification phase. The goal of the model training phase is to build a classification model that can predict the label vector $y_t$ for a new object with the feature vector $x_t$. This classification model is a mapping function $F : \mathbb{R}^P \rightarrow \{0, 1\}^K$ which can predict a target value closest to its actual value in total. The classification phase uses this classification model to assign labels. For convenience, $X_{N \times P} = [x_1, ..., x_N]^T$ (i.e. $D$) denotes the feature matrix with $N$ rows and $P$ columns and $Y_{N \times K} = [y_1, ..., y_N]^T$ represents the label matrix with $N$ rows and $K$ columns, where $[-]^T$ denotes matrix transpose [3].

C. Input and Output of our system

Examples of input (thread) and output (user list) are showing in Table I. For the input part, there is a deep neural network architecture (Fig. 3) in extracting features which starts from word embedding, BiGRU and Cluster Sensitive Attention [5] before feeding into the predicting network. In the output part, user list is needed to reform to interaction matrix which has rows as items or threads and columns as user ids. The interaction matrix would have value of 1 for interacting and 0 for not interacting between items and user ids corresponding for rows and columns. It is obviously sparse (Fig.2) which is a reason for trying to decrease dimension. In the next section, the interaction matrix would be called as label $Y$ which would be referred in the experiment.
TABLE I
EXAMPLE OF RAW THREAD (INPUT) AND USER LIST (OUTPUT)

<table>
<thead>
<tr>
<th>OwerID</th>
<th>Thread</th>
<th>User List</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>I am using CCNET on a...</td>
<td>[12734]</td>
</tr>
<tr>
<td>3400</td>
<td>How do you specify that ...</td>
<td>[419, 383, 60, ...]</td>
</tr>
<tr>
<td>580</td>
<td>Is it possible to do image...</td>
<td>[149, 34, 116, ...]</td>
</tr>
<tr>
<td>4320</td>
<td>Both the [Query and Protocol...</td>
<td>[149, 349, 298, ...]</td>
</tr>
<tr>
<td>5170</td>
<td>I have just started working ...</td>
<td>[225, 162, 667, ...]</td>
</tr>
</tbody>
</table>

Fig. 2. Example of label Y: The column number is User ID and the row number is thread number

III. PROPOSED METHOD

A proposed method is a combination of Extreme Multi-Label Classification and Principal Label space transformation (XMLC-PAO). Deep neural network in this paper would be created by using these following structures.

A. Principal Label Space Transformation

As mentioned in the previous section, the multi-label Y can be correlated with each other and the application of hypercube view can be applied to XMLC. The method of hypercube view used in this article is adjusted from original Principal Label Space Transformation (PLST) method. The Label Y hypercube with K-dimension would be decomposed into 3 parts through Singular Value Decomposition (SVD) for finding a proper projection matrix P and the decoder D for an M-flat label H [6].

This method is adjusted from original PLST method [6] to fit with experimental label Y dimension. In particular, the matrix Y (interaction matrix) is formed with each row being \( y_n \), the occupied rows. Then, SVD would be performed on the \( N \times K \) matrix Y to obtain three matrices [7].

\[
Y = U \Sigma V^T \tag{1}
\]

where the orthogonal basis V can be seen as a projection matrix of Y that maps each y to a different coordinate system. Since the largest M singular values correspond to the Principal directions of the original label space, the rest of the singular values could be discarded and their associated basis vectors in V obtained a smaller projection matrix

\[
P = V_M = \begin{bmatrix} v_1 & v_2 & \ldots & v_M \end{bmatrix}
\]

(3)

that maps the vertices y to the M-flat label H which can be calculated as

\[
H = YV_M
\]

(4)

The transformed label H would be replaced label Y in the model structure which would change classifier model to regression model as value in H is not [0, 1].

An efficient decoder D for PLST can be calculated because \( P = V \) is an orthogonal matrix, \( D^{-1} = P^T \). This means \( V_M^T \) can be used to map any vector h on the M-flat space back to a point \( h.V_M^T \) in label Y space.

B. Feature Engineering

As each input of system is a post text, the feature engineering sections of deep neural network is needed. Main sections for extracting features are Text Encoding and Cluster Sensitive Attention.

1) Text Encoding: Each input post consists sequence words \( \{w_1, w_2, \ldots, w_n\} \). The first step of feature engineering is to embed each post into a lower-dimensional space which would be represented as a sequence of word vectors \( \{q_1, q_2, \ldots, q_n\} \) where \( q_i \in \mathbb{R}^d \). The word vectors use pre-trained GloVe embedding [8].

The post is then encoded using Bi-directional Gated Recurrent Unit (Bi-GRU) [9]. Input of this part is a sequence of word vectors \( \{q_1, q_2, \ldots, q_n\} \) and output is a sequence of \( \{p_1, p_2, \ldots, p_n\} \) where \( p_i \in \mathbb{R}^2 \). A Bi-GRU reads the sequence of word vectors \( q_i \) from left to right in the forward stage to create \( p_i^f \). The backward stage read \( p_i^b \) from forward stage in reverse order to create \( p_i^b \). The result from forward and backward states are concatenated to create the encoded hidden state of a post \( p_i = [p_i^f; p_i^b] \) considering all its surrounding.
Cluster Sensitive Attention: Cluster Sensitive Attention is a component in the network that can help focus on parts of post for different users [5]. To achieve this, it needs an attention mechanism that can give different weights to words of the posts and generate an encoded text representation using the weighted words, thus focusing on important parts. For each \( p_i \) from Bi-GRU component, a weight \( a_i \) for its corresponding word sequence \( w_i \) is computed for generating and attention vector \( a = \{a_1, a_2, ..., a_n\} \) as:

\[
a_i = \frac{\exp(e_i)}{\sum_{j=1}^n \exp(e_j)}, \text{ where }
\]

\[
e_i = \tanh(W_ip_i + b_i)
\]

where \( W_i \) is a weight matrix of \( 1 \times g \) and \( b_i \) is the bias term. The text representation for a single attention layer \( (c_j) \) is then computed as:

\[
c_j = \sum_{i} a_i^j p_i
\]

The attention weights \( (a_i^j) \) should be dependent on different users’ interests which can be softly clustered in a finite number of clusters and called it as “Cluster Sensitive Mechanism”. From the text representation \( p_i \), it can generate \( l \) different attention weight vectors \( a_1^i, a_2^i, ..., a_l^i \). Thereafter, by using the different attention weights on \( p_i \), a cluster sensitive encoding of the post text is \( C = [c_1, c_2, ..., c_l] \).

C. Extreme Multi-Label Regression

For a post text, the \( l \) encoded texts are concatenated and fed through a fully connected layer with \( U \) output neurons (corresponding to each user). The fully connect layer learns the weights for its \( l \) inputs (corresponding to the different encoded texts).

\[
z = \tanh(W.C + b)
\]

where \( W \) and \( b \) are weight and bias matrices respectively and \( \tanh \) is an element-wise non-linear activation function. The output of this feed-forward layer \( z \in \mathbb{R}^U \) is then passed through output layer which having \( H \) label as output without any activation function to make it as regression model. Our model is trained using mean square error as the loss function. The network is end-to-end trainable and is optimized with Adam optimizer.

IV. EXPERIMENT

A. Dataset

Stackoverflow: is a dataset which has been used in this paper. It is a CQA website for programming related questions. It has been dumped from kaggle. All questions are posted during 2008 to 2010. The dataset would be used by removing all the code snippets (encapsulated within the tags \( \langle \text{code} \rangle / \langle /\text{code} \rangle \)) from the question texts as showing in “Threads” column of Table 1.

B. Evaluation

Before evaluation, the prediction from trained model need to be transformed from predicted \( H_{pred} \) to label \( Y \) space by applying decoder \( V_M^T \) as mentioned in proposed method.
section. The evaluation would be the comparison on $Y$ and $Y_{pred}$:

$$Y_{pred} = H_{pred} V_M^T$$

(9)

The label $Y$ is huge and very high sparsity ratio (Fig.2). Therefore, it is a reason for not using overall accuracy as an evaluation metric. It would be better to evaluate the positive instances i.e. the users who actually participated in a thread.

There are 3 following metrics considered as the better choices to evaluate the recommendation quality of the competing methods.

- **Mean Reciprocal Rank ($MRR$)**: indicates the position of the first relevant user in the ranked list. This measures the ability of a system in identifying an interested user at the top of the ranking. Let $r_t$ be the rank of the highest ranking relevant user for a test thread $t$. $MRR$ is just the reciprocal rank, averaged over all threads in test set, $n$:

$$MRR = \frac{1}{n} \sum_{t=1}^{n} \frac{1}{r_t}$$

- **Recall@$M$**: considers how many top-$M$ users actually interacted with the thread (the higher is better). Recall for the entire system is computed as the average recall value for all threads in test data.

- **Normalized Discounted Cumulative Gain (NDCG@$M$)**: is well suited for evaluation of recommendation system, as it rewards relevant results ranked higher in the returned list more heavily than those ranked lower. NDCG@$M$ for a thread $t$ is computed as:

$$NDCG_t = Z_t \sum_{j=1}^{M} \frac{2^{r(j)} - 1}{\log(1+j)}$$

where $Z_t$ is a normalized constant so that a perfect ordering would obtain NDCG of 1; each $r(j)$ is an integer relevance level (for used case, $r(j) = 1$ and $r(j) = 0$ for relevant and irrelevant recommendations, respectively) of result returned at the rank $j \in \{1,...,k\}$. Then, for each $M$ value, $NDCG_t$ is averaged over all ($n$) threads in the test set to get the overall NDCG@$M$.

The evaluation at $M = [5, 10, 30, 50, 100]$ are used to determine the quality of recommendation at different thresholds of the ranked list.

The $Y_{pred}$ is a predicted interaction matrix of recommendation system (Fig. 2). The evaluation methods would rank columns of each row form each element value descending (the higher value is higher chance to recommend that user). The evaluation values would use ranked column index in the calculation as previously mentioned.

V. RESULTS

The first 5,000 threads of data have been selected for training (4,000) and testing (1,000). By applying XMLC-PAO for reducing label $Y$ dimension with ratio of [1.0, 0.8, 0.5] from original $K$-dimension (6,651 users), the results are verified with 1,000 testing data and compared with original model [5] (Table III). As mentioned before, that accuracy is not used in evaluating result in the experiment. Performance of predicting is evaluated based on value of MRR, Recall@$M$, NDCG@$M$ and training time. However, the training time and MRR for result of XMLC-PAO ratio 0.5 and 0.8 are not obviously better than ratio 1.0 and result without XMLC-PAO; the Recall@$M$ and NDCG@$M$ of $M = [30, 50, 100]$ for XMLC-PAO ratio 0.8 are much better than the original result.

All evaluation values have been adjusted to vary between 0 (min) and 100 (max) which means they are quite small. It is a nature for this type of data as it is difficult in processing and there are still some noises which could not be removed. There are not so many users that could answer for any kind of questions. The higher Recall@$M$ means the more numbers of correct prediction results comparing to true recommendation and the higher NDCG@$M$ means the more correct prediction rank matching with true result. It is a good enough indicator for demonstrating better result from this experiment.

By adjusting Adam learning rate for deep neural network model of XMLC-PAO ratio 0.8 label (Table IV), all evaluation values are varied with different learning rate. The best result is a model trained by Adam learning of 0.008. Almost all Recall@$M$ and NDCG@$M$ are better than others and are also better than that from original model.

VI. CONCLUSIONS

Extreme multi-label ($Y$) of online Stackoverflow forums dataset has been transformed to subset of hypercube of original label ($H$) and used it for generating deep neural network. The experimental results of using different XMLC-PAO ratio label are compared with model using full original label and verified that the combination of Extreme multi-label and Principal Label Space Transform is successful in reducing the computational effort and achieves better performance.

The model still can be turned to give better prediction such as adjusting Adam learning rate. There are many points inside deep neural network architecture which can be changed and might give better results.

This method can be applied to other kinds of data set such as product description, movie synopsis, or book content for solving in cold start recommendation.
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### TABLE III
Comparison Results of Testing Data (1,000 threads)

<table>
<thead>
<tr>
<th>Activation function</th>
<th>sigmoid</th>
<th>regression</th>
<th>regression</th>
<th>regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss function</td>
<td>binary crossentropy</td>
<td>mse</td>
<td>mse</td>
<td>mse</td>
</tr>
<tr>
<td>XMLC-PAO Ratio</td>
<td>XML org</td>
<td>1.0</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>Training time</td>
<td>00:26:00</td>
<td>00:26:28</td>
<td>00:25:58</td>
<td>00:25:39</td>
</tr>
<tr>
<td>MRR</td>
<td>0.0302</td>
<td>0.0076</td>
<td>0.0307</td>
<td>0.0282</td>
</tr>
</tbody>
</table>

### RECALL@M

| RECALL@5   | 1.1006 | 0.0704 | 1.0239 | 1.1780 |
| RECALL@10  | 1.6109 | 0.0704 | 1.4403 | 1.4308 |
| RECALL@30  | 1.9900 | 2.1058 | 2.9463 | 2.0056 |
| RECALL@50  | 3.1718 | 3.4573 | 4.2110 | 2.8578 |
| RECALL@100 | 4.4196 | 5.1964 | 5.9378 | 4.8524 |

### NDCG@M

| NDCG@5     | 1.1802 | 0.0719 | 1.1274 | 1.1683 |
| NDCG@10    | 1.4150 | 0.0719 | 1.3316 | 1.3077 |
| NDCG@50    | 1.5474 | 0.7337 | 1.8050 | 1.4868 |
| NDCG@100   | 1.8527 | 1.1037 | 2.1325 | 1.7113 |

### TABLE IV
Comparison Results of Testing Data (1,000 threads) with vary Adam Learning Rate in compiling model

<table>
<thead>
<tr>
<th>Activation function</th>
<th>regression</th>
<th>regression</th>
<th>regression</th>
<th>regression</th>
<th>regression</th>
<th>regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss function</td>
<td>mse</td>
<td>mse</td>
<td>mse</td>
<td>mse</td>
<td>mse</td>
<td>mse</td>
</tr>
<tr>
<td>XMLC-PAO Ratio</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Adam Learning Rate</td>
<td>0.0015</td>
<td>0.003</td>
<td>0.006</td>
<td>0.008</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Training time</td>
<td>00:18:02</td>
<td>00:17:55</td>
<td>00:17:54</td>
<td>00:17:47</td>
<td>00:17:44</td>
<td>00:17:38</td>
</tr>
<tr>
<td>MRR</td>
<td>0.0143</td>
<td>0.0257</td>
<td>0.0261</td>
<td>0.0311</td>
<td>0.0234</td>
<td>0.0216</td>
</tr>
</tbody>
</table>

### RECALL@M

| RECALL@5   | 0.4107 | 0.8547 | 0.8571 | 1.1409 | 0.8663 | 0.9365 |
| RECALL@10  | 0.72016 | 0.9947 | 1.0847 | 1.3648 | 1.2813 | 1.1351 |
| RECALL@30  | 0.9238 | 2.1380 | 1.5775 | 2.5082 | 1.6429 | 1.6362 |
| RECALL@50  | 1.8868 | 2.9016 | 2.1940 | 3.1395 | 2.6179 | 2.4456 |
| RECALL@100 | 5.2004 | 4.5890 | 3.6647 | 4.8545 | 4.0976 | 3.8000 |

### NDCG@M

| NDCG@5     | 0.4572 | 0.9799 | 0.9983 | 1.2160 | 0.8870 | 0.8735 |
| NDCG@10    | 0.5833 | 1.0416 | 1.1004 | 1.3309 | 1.0661 | 0.9865 |
| NDCG@50    | 0.6480 | 1.4149 | 1.2585 | 1.7478 | 1.2065 | 1.1587 |
| NDCG@100   | 0.9052 | 1.6173 | 1.4101 | 1.9190 | 1.4932 | 1.4049 |

### REFERENCES


Abstract—The purpose of this research was to develop a System for Detecting and Interpreting Warning Signs. The researcher has proposed to develop a system for detecting and interpreting warning signs by using the theory of color from the sign of the traffic sign. This can be used to analyze and detect traffic signs through the design of applications on smartphones in order to be able to create the traffic sign support system by detecting and interpreting traffic signs. In this case, the driver can clearly and correctly understand the meaning of traffic signs. As a result, the driver can follow the traffic rules. Moreover, it helps reducing accidents on the road as well. The efficiency of the system was tested with test result, it is found that the program was able to detect traffic signs and interpret the objects within the image as traffic signs accurately. Additionally, it is found that the light and distance of the camera affected the quality of data processing in this test to measure performance. In addition, the accuracy of the system is totally 93.5.

Keywords—Warning Signs; Traffic sign; Detection

I. INTRODUCTION

Road accidents cause both losses for life and property of Thai people. In each year, there are more than 13,000 road deaths, excluding those injured people that the numbers cannot be estimated officially. When considering the value of economic loss, it is estimated that road accidents cause a loss of 232,855 million baht per year (Department of Highways (a), 2007), mainly due to driving behaviors of 69.03% of total causes. Accidents caused by vehicle condition is calculated as 1.11 percent, and the environment (animal surpassed) only 0.48 percent for the cause of road accidents from the statistics in 2008.

Road accidents across the country caused by the top 5 driving [1] include:

No. 1 driving speed exceeds the legal rate of 23.41 percent
No. 2 driving passes the other cars in the close distance 21.07 percent
No. 3 driving behind another car in the close distance, 11.69 percent
No. 4 driving surpassing illegally for 8.73 percent
No. 5 violating of traffic light / traffic signs for 6.12 percent

Most of the problems of road traffic accidents occurred from driving behavior. At night time, it is risk of accident as well. One of the causes is the reduction of visual acuity, so the distance from the front car will be too less or the action that driving close to another car can cause accident.

From the causes of these problems, there is an idea to develop a system to help reduce accident. Most of the problems come from driving behind other cars in close range. This is the top cause of the problem in the accident. There is research related to the calculation of driving simulators based on Californian safety driving criteria, The United States of America, that is, the safe driving distance should be at least about one car length at 10 mph. For example, if driving at 40 mph keep driving distance at 4 car lengths, from this rules, the minimum time between two cars when running through the
Minimum Time Headway can be calculated as a function of vehicle speed or approximately 1.36 seconds. When compared to field observations, it is found that the minimum headway obtained from the Pipes model is slightly less than the field value at speeds of 15-35 mph, but is different from the value obtained from the airport in the low speed and high speed [2]. There is a research studied on the Reaction time that it has a direct effect on driving behavior. Therefore, the time between the rear bumper of the car and the rear of the car behind the car should be no less than the response time. It means that the minimum time headway is equal to the response time, plus the time for the preceding car to travel at a distance equal to the length of the car. Forbes has conducted several field experiments to find that the minimum time gap is different for each experiment. In summary, Forbes' driving model provides safe driving distances similar to those of Pipes [3].

The distance between the cars must be determined by the distance between the first vehicle and the second vehicle driving on the road. In order to find the distance between the cars can be detected from the registration plate of vehicle, and such plate is important to the government to force all cars to have a license plate to show the identity of the car owner. The size and color of the car is clearly defined according to the Motor Vehicle Act (No. 10) BE 2542. Therefore, the license plate is suitable for calculating the distance. Research on the Analysis and Identification System of Recognized License Plates can be divided into two main sections: finding the license plate, and recognizing the characters inside the license plate. The finding of a license plate is an important step because it is the first step in the recognition system to detect the plate position. If this process is accurate and quick for the recognition system, it can make the accuracy and speed of the overall system more effective.

Research on car license plate location can be divided into two major groups which are the group using the color image of the plate, and the group that finding location of the car plate by using gray image. The research in car license plate location using color image will be used to determine the color of the car plate, which will be different from the color in other areas of the car. The license plates will have the texture and appearance of the background color scheme within the same plate. After that, it is processed to check for the image frame and the background color of the license plate to verify the location of the license plate [4]-[7]. However, the problem of the group finding the license plates using color images is the difference in light intensity, the color of the license plates changed, or any other area of the car with the same color as the license plate will result in erroneous positioning [3]. It also takes a long time to process because it requires three color images (red, green, blue) [8]. In the second group, the finding of the license plates is conducted by using gray scale images from the research [9] - [10]. Images obtained from the camera will be changed to gray levels. After that, the image is changed to binary image to get rid of the background noise contract. Then, the image is pulled vertically. The median in the image filtering plate is projected horizontally and vertically to obtain the location of the license plate. The research on the vehicle license plate reading system from the distance from which the camera can detect the license plate is in good criteria at about 0.5-1.25 m [11]. The speed of the car is also important as well because if the car uses high speed traffic, the camera will not be able to take photos immediately or the image quality is not good. As a result of the study, it is found that reading the license plate is effective when the vehicle is running at low speed [12], and the environment while shooting is also important, as the quality of the photos that can be taken is depending on the environment, darkness, and brightness while capturing the image. It can be seen that nighttime images are blurry, resulting in poor system performance [13, 14].

The researcher has proposed to develop a system for detecting and interpreting warning signs by using the theory of color from the sign of the traffic sign. This can be used in analyze and detect traffic signs through the design of applications on smartphones in order to be able to create the traffic sign support system by detecting and interpreting traffic signs. In this case, the driver can clearly and correctly understand the meaning of traffic signs. As a result, the driver can follow the traffic rules. Moreover, it helps reducing accidents on the road as well.

II. BACKGROUND AND NOTATION

The way to detect and interpret traffic signs is based on a similar research samples, including the pros and cons of each method. The results of the study found that the system will be used to develop the system, and using the related theories in the development of traffic sign interpretation systems, digital image processing, and converting analog video data into digital signals in order to process the results through the computer system. The use of Region-of-interest (ROI) is a theory that is interesting. It may be in any positions within the image by encircling the area of interest, and the Haar-like Features Theory is introduced. It is a way to detect and interpret objects within images by using the principle of Haar Wavelet.

![Image](image.png)

**Figure 2. Shows the overall workflow of the system**

The Detecting and Interpreting Warning Signs process is divided into 6 steps as follows:

**Step 1: Image conversion**

When the camera is receiving a picture on the device, it enters the digital image conversion process and sends it to the processor, which is an RGB image.

**Step 2: Traffic Signs Placement**
The Haar like-Features of Viola and Jones are used to locate traffic signs. 

Step 3: Comparison of data

Send data to compare the format of the pixel position to the processing order to calculate the sum at the gray (X, Y) pixel position within each pixel to indicate the position that indicates the traffic sign. AdaBoost (Adaptive Boost), a process that looks similar. And different with imported images for the classification of images.

Step 4: Output

The system will display a detachable traffic sign frame and display a meaningful text of the traffic sign, along with a warning tone as the type of sign.

III. THE PROPOSED ALGORITHM

Operation of Traffic Signal Detection and Interpretation System. The processes of detecting and interpreting traffic signs are as follows.

A. Receive input from a smartphone's camera

When the system starts up, it is captured from the camera on a smartphone. In the detection, when receiving data from a camcorder on a supplied smartphone, it is necessary to separate the video into frames for each frame to detect the desired traffic signal. It depends on the frame rate used to record, and here are 10 frames per second (fps). In 1 second, 10 images can be extracted, and the image size is 640x480 pixels according to the size of the camera capture on the device.

B. The process to convert color images to gray scale

Haar like-Features according to the method of Viola and Jones are methods of detecting and interpreting objects within the image by creating a feature that shows the difference between the white area and the black area which can change the size and the position. It is used for detecting the various types of images such as straight lines, circles, etc.

It converted the received image by using an adjustable breakpoints technique to convert RGB images to Gray Scale and convert them from the intense value of white and black from the appropriate image into white-black image in Binary type.

C. The finding the edge of a traffic sign by using the Detecting Haar Classifier

AdaBoost (Adaptive Boost), which is a process to find similar and different features from the imported images for the image classification has the following processes.

- First, weight is determined for the Feature that runs within the preview.
- Find areas that consisting of the needed points.
- Increase weight for the remaining parts only the needed features that haven't been divided.
- Repeat this process until the last one brings the whole area together. Then, the needed object and features in parts within the object will be obtained.
Cascade Classifiers are interpretations of images according to the features of the image by cutting the negative sub-window, and the positive will be circulated within the image by changing the way of detecting until it can specify what the image is.

By calculating the sum at the pixel (X, Y) of the gray area within each square of the pixel to determine the location of the traffic signs as it is in the fig. 6.

\[ AR[x, y] = \sum_{x'=sx, x'=sx-|y-y'|} A(x', y') \]  

Whereas

- \(A[x,y]\) = The original image
- \(AR[x,y]\) = Image with only interesting features

The obtained XML file from the training process will be used to detect traffic signs within the imported image using the sub window mask in order to look for the same characteristics pursuant to the principle of the Haar Classifier.

Since the traffic signs are from 5 pixels to 75 pixels, the minimum size of the window mask is 5x5 pixels and the size of the window mask is 5%. Once it is detected, the location, size, and the type of the detected image will be recognized.

**D. Detecting Edge by ROI**

Region of interest (ROI) will be used to make a rectangular frame in the traffic signs area, covering only the areas of interest.

**E. Read and interpret traffic signs**

Haar like Feature technique is a way to detect and interpret objects within images based on Haar Wavelet's principle to bring the traffic signs with square frame to be processed by using the function named Detector.java. It is a Class used for detecting traffic signs. The values obtained from the images in each frame are compared to the values obtained from the training by using the Haar like Feature, and the obtained value will be used to display the results with the interpretation of traffic signs, and then use the function named itemadaptor.java, which is a class used to display the image of a traffic sign that the system detects and displays the meaning of the sign and the audio to read the name of the traffic sign and display on the screen.

**IV. METHODOLOGY**

The process of calculating the distance of cars by analyzing the license plate's image.

**Figure 9. The Flow Chart of the distance of cars’ calculation system by analyzing the plate image.**
Step 1: Get input from a camera phone device. When the system starts up, it is captured from the camera on a smartphone.

Step 2: The processes of converting color image into gray scale image by using adjustable breakpoints technique to convert RGB images to Gray Scale and convert them from the intense value of white and black from the appropriate image into white-black image in Binary type.

Step 3: The finding of the edge of the license plate of a car by using Detecting eye by Haar Classifier can be calculated from the sum at the pixel (X, Y) of the gray area within each square of the pixel to determine the location of the traffic signs.

It can be calculated by using the following equation:

\[ AR[x, y] = \sum_{x'=sx, y'=sy-|y-y'|} A(x', y') \]  

(2)

Whereas

\[ A[x, y] = \text{The original image} \]
\[ AR[x, y] = \text{Image with only interesting features} \]

Step 4: Detecting Eye Eage by ROI will use Region of interest (ROI) to make square frame at the rear of a car, covering over only the interesting parts.

Display Range: When the distance between cars is obtained in the number of distance between cars, the obtained value shall be an estimated value only, so the comparison over time will be presented in a strip of color with different distance values.

<table>
<thead>
<tr>
<th>Color bar</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>Very close to 0-3 meters</td>
</tr>
<tr>
<td>Green</td>
<td>The distance is more than 3-25 meters</td>
</tr>
</tbody>
</table>

Figure 11. Shows the detection and calculation of distance between the front cars within the image

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Test the system performance and system performance evaluation

The system developer has performed a total of 100 system tests to determine accuracy, and the details of the test are as follows:

Step 1: Test to frame the rear part of the car: Test the camera image on a smartphone, and it can frame the interesting area.

Step 2: Test of the distance between the front cars: The test displays the system result that can display the distance between the car by displaying the light frame presenting the distance of the car and presenting numbers to tell distance between the front cars.

B. System performance test results

In this study, the developer has performed a total of 100 system tests, and the details of the test are as follows:

Test to frame the Traffic Signs: Test the framing at the traffic signs, covering only the interesting part of the traffic signs in different characteristics as in the following figures:
C. Interpretation of Traffic Signs: Displaying the Traffic Signs and meaning of the traffic sign detector as in the following figures:

Figure 12. Shows the square framing on traffic signs and selected areas of interest

Figure 13. Shows the circular framing on traffic signs and selected areas of interest

Figure 14. Shows the octagon framing on traffic signs and selected areas of interest

Figure 15. Example shows the detection and interpretation of the object within the traffic sign warning that there is a construction work ahead.

Figure 16. Example shows the detection and interpretation of the object within the traffic sign warning that there are construction workers working ahead.

Figure 17. Example shows the detection and interpretation of the object within the traffic sign warning that the machine is working ahead.
Figure 18. Example shows the detection and interpretation of the object within the traffic sign warning about the limited speed.

TABLE 2. Test results to measure system performance and accuracy

<table>
<thead>
<tr>
<th>The details of the test</th>
<th>Amount of test</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The system detected traffic signs on the real road.</td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>2. Interpret traffic signs and beeps.</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>100</strong></td>
<td><strong>93.5</strong></td>
</tr>
</tbody>
</table>

From the table 2, the summary of the results of the system performance and accuracy measurements from the test by performing the test of system by using method of analyzing the accuracy of detecting and interpreting the objects within the images of the traffic signs according to the Haar like-Features total of 100 times. The traffic signs were 93.5 percent accurate from the 100 test. The system detected 90 traffic signs on the real road and could not detect traffic signs on the real road for 10 times. Moreover, the system can interpret traffic signs and beeps 97 times and cannot interpret the traffic signs and beeps 3 times. Hence, the system developed is very effective and work well in the very good level.

In this study, the developer has performed a total of 100 system tests, and the details of the test are as follows:

Testing the license plate: Test the framing at the rear part of the car, covering only the interesting rear part of the car as in the following figures.

Figure 19. Shows the result of selecting automotive license plate and pick the interesting rear part of the car.

Figure 20. Shows the result of selecting automotive license plate and framing the interesting rear part of the car on the real road.

Test the distance between the front cars: Test the display of the system that can display the distance between cars by presenting the distance between cars in the color frame and presenting numbers of distance of the front car.

Figure 21. Example of measuring the distance between cars by presenting distance of cars in color frame.

Figure 22. Example of measuring the distance between cars by presenting distance of cars in color frame on the real road.

TABLE 3. Table of the test result to measure system performance and accuracy

<table>
<thead>
<tr>
<th>The details of the test</th>
<th>Valid amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Test of parking vehicles</td>
<td>96</td>
</tr>
<tr>
<td>2. Test while the cars were on the real road</td>
<td>94</td>
</tr>
</tbody>
</table>

From Table 3, the results of the performance measurement and system accuracy test is summarized by testing a total of 100 system tests, divided into the detection while parking and while on the real road for 50 times each, and the test results are as follows:
From the test of parking vehicles for 50 times, the system can display the result as a color frame and display the car’s distance for 48 times, and it cannot detect the display as a color frame and show the distance of the car for 2 times.

From the test while the cars were on the real road for 50 times, the system can display the result as a color frame and display the car’s distance for 47 times, and it cannot detect the display as a color frame and show the distance of the car for 3 times.

From the 100-time test, it can present the result of display by presenting in a color frame and presenting a distance of a car in two situations, and the test results are calculated as a percentage of 70% from the test results of both situations. Therefore, the developed system has the efficiency to work at a satisfactory level.

VI. CONCLUSIONS

The researcher focused on developing programs to assist older people to reduce the risk of road accidents, and the signs are important to guide and warn drivers to follow traffic rules as well. If the traffic signs are not clear or the driver cannot interpret correctly, it may be caused by traffic signs that are unclear or the driver neglects and does not pay attention to the displayed traffic signs, and it may cause an accident. From the recent research, the use of computer technology to detect or observe the traffic signs will result in increased safety in driving. The performance of the computer system and the design of mobile applications have a potential system for using with the acceptable work, and the performance can be compared with the computer system. The researcher is thinking to develop a system to detect and interpret traffic sign by using the theory of color from traffic signs to analyze traffic signal detection through the design of mobile applications, and the image processing such as Haar-like feature, the Region of Interest (ROI) are used to help calculating the position of the traffic signs, detect, and interpret objects within images by using OpenCV Library and JAVA with the function named Detector.java which is a class used to detect traffic signs. The values obtained from the images in each frame are taken to fine Pixel with the similar value to the values obtained from the training by using the Haar like Feature. Then, the obtained value shall be displayed and the traffic signs shall be interpreted by using the function named itemadaptor.java, which is a class to display the traffic signs at the detecting system with the meaning of signs and audio sound that reads the name of traffic signs on the displayed screen. It is developed into the form of prototype application to have a test as a basis. From the test result, it is found that the program was able to detect traffic signs and interpret the objects within the image as traffic signs accurately. Additionally, it is found that the light and distance of the camera affected the quality of data processing in this test to measure performance. In addition, the accuracy of the system is totally 93.5 percent, which is counted as very good.
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Interactive LED Table

Abstract—This the purpose of this research is to design, create, interact and evaluate the performance of Interactive LED table. This table can display the temperature of glass of drink and mix the colors of the light that represent the temperature on both sides of the table where the objects were placed to enhance the enjoyment, colorful, relax for user. In addition, it can show the status of the glass on the table with cold light tones or warm light tones. Evaluation of this project was separated for 3 experiments (25 times per set). First place a glass of drink with kind of different temperatures on LED light drinks holder beside the table and observe the results. Second place object on the interactive LED table then observe the results. Third place a glass of drink with kind of different temperatures on LED light drinks holder beside the table and place object on the interactive LED table at the same moment after that observe the results which were correlate in evaluation performance. We found that the first experiment succeeds 100%, the second experiment succeed 80% and the third experiment succeed 91.05%. In conclusion, the interactive LED table was successful pass all criteria.

Keywords—interactive LED table, performance, cold tone, warm tone

I. INTRODUCTION

Nowadays, technology has been developed rapidly and it is recognized as if the 5th necessity. Humans apply technology in many aspects in order to make use of it. However, furniture and technology are developed to facilitate in some groups only. Such development does not cover features as the era not only differs development, but also alters humans’ daily lives. Some people work at night time, some people normally spend time at night, some people live their lives rapidly while others work hard even during relaxing time. This can cause a problem among people spending nightlife and a problem of urban people in a hurry to find things. An important problem for such people is the danger of picking up things in a low light condition or the danger of not being able to recognize a status of such thing.

As mentioned above, the researchers have designed and developed an interactive table with light color processing system based on temperature level. Related studies and literature were investigated to develop a LED interactive table, using an infrared sensor to detect movement or objects on the LED table. The researchers applied an Arduino program to control the infrared sensor and LED light to change its colors based on glass temperature through cool or warm colors to identify status of a glass on the table to ensure safety use. The project designed interesting and attractive colors of light and the interactive table with light color processing system based on temperature level. This can be a guideline to develop a more interactive tables among users with more devices.

II. METHODOLOGY AND FRAMEWORK PROPOSED

The Interactive LED to study the theory related to the design and creation of the Interactive LED by the color processing of lights according to the rating and suitable for use in Consists of various theories.

A. Cognitive Behavior

Perception has a root from a Latin word “Percipere” which means Per referring to Through, and Cipere which means To Take. This is an important psychological process of a person. Without perception, people cannot recognize or learn anything. Therefore, perception is a way a person looks at the world around himself or herself. Two individuals can perceive a stimulant under the same condition. However, the two individual may Recognize, Select, Organize and Interpret such stimulant differently. This is consistent with the idea of Schiffman & Kanuk (1991), stating that Perception means “a process individual selects, organizes and interprets a stimulant through a meaning”. Kast & Rosenzweig stated that perception is an interpretation of a stimulant and a response. It is different among individuals, depending on existing experience. This differs individual behaviors and it’s called “Concept”.

![Fig. 1. Recognition process](image)

<table>
<thead>
<tr>
<th>Information</th>
<th>Reception</th>
<th>Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpretation</td>
<td>Individual Action</td>
<td></td>
</tr>
</tbody>
</table>

B. Design work

The Figure 2. shows the general electronic circuit design system It is a working system, starting with researching to identify problems and solutions for the circuit to be designed. With various functional designs in which circuit testing is performed with error correction and there are 10 steps as follows
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III. PRODUCTION PROCESS AND RESULTS

An intrusion prevention system in the building with an indicator controlled by a microcontroller [18] is a process of development for an intrusion prevention system within an office building, a residence and important places. This system can identify whether a sensor is cut or short and shows an error at each point. They system will enter a warming mode and all devices including an electrical bell, a flashing light and a buzzer will start. There are 8 sensors including a magnetic switch, an infrared and a Pyroelectric Infrared Sensor (PIR) etc. This research applied infrared technology.

A. Design and lighting color processing system based on temperature levels

A Study of Lighting Design Performance Using High Power LED [19] developed lighting design. For years, LED lights have been developed and become high power LED lights which are more efficient than existing ones. The study compared advantages of high power LED lights with other lights. The study consisted of 2 main parts including a high power LED set and a drive circuit. According to a lighting test, applying the high power LED set could result in better lighting.

B. Designing the placement of the device

The interactive table with light color processing system based on temperature level contains devices that work cooperatively together. The devices include an infrared sensor and Neopixel. Positioning such devices shall be balance between table size and the number of devices. The researchers defined the size of 1 channel as 5 centimeters, containing 4 Neopixel lights. The space between each light is 1.5 centimeters. One circuit of an IR Emitter and an IR Receiver or an infrared is connected.
C. Development and construction of software and hardware of interaction with light color processing systems based on temperature level

Performance of the interactive table with light color processing system based on temperature level begins with infrared checking. If no object blocks an infrared signal, Input value equals 1 and it will return to the beginning. If an object blocks an infrared signal, Input value equals 0. Then, temperature is checked to identify its color. The color is displayed at Neopixel.

An infrared sensor signal circuit detects an object blocking infrared, using a principle of transmitting light wave to reflect on an object and detect light reflection. An IR emitter and an IR receiver are main devices that detect as far as object, depending on a resistant and an infrared signal circuit.

D. Results

Test of glass positioning showed that 100 percent passed the set criteria. A glass holder consists of a temperature sensor and stable Neopixel. From the test, the temperature sensor could receive accurate value as commanded. From the interoperability testing of the temperature sensor and the Neopixel, a glass could be placed and the display can be shown according to set temperature color smoothly. The tests were conducted 25 times and 100% passed the tests.

Test of placing an object in front of the table showed that there were 20 times of accurate indicator lights identifying object position. There were 5 times of inaccurate indicator lights due to work interruption. There were 20 times of accurate lights moving along a glass position. There were 5 times of inaccurate lights due to work interruption. The tests were carried out 25 times or 80 percent. 20 percent failed the tests because positions of objects were not in line with the infrared sensor signals and the objects moved to fast compared to the control command.
IV. SUMMARY

In this paper proposed tests of interoperability of placing a glass and an object in front of the table showed that there were 15 times of color mixing according to colors from temperature in both sides. The test of color mixing applied RGB concept. The mixed colors were stable and became a single color. There were 25 tests or 100 percent. Errors in color mixing may occur because some Neopixel was outstanding or faded over other Neopixel, because the circuit consumed too much power and because Neopixel was a drive circuit that may lead to errors. There were 20 times of accurate performance evaluation of object indicator lights and moving lights or 80 percent. 20 percent failed because positions of objects were not in line with the infrared sensor signals and the objects moved to fast compared to the control command. The tests of interoperability of placing a glass and an object in front of the table was 91.05 percent. It could be concluded that it passed the test criteria effectively.
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Predicting Chance of Success on Epiretinal Membrane Surgery using Deep Learning

Suvimol Reintragulchai\textsuperscript{a}, Thanaruk Theeramunkong\textsuperscript{a, b}, Paisan Ruamviboonsuk\textsuperscript{c}, Vorarit Jinaratana\textsuperscript{a}, Natsuda Kaothanthong\textsuperscript{d, *}
\textsuperscript{a}Information and Communication Technology for Embedded System, SIIT, Thammasat University, Pathum Thani, Thailand
\textsuperscript{b}Associate Follow, Royal Society of Thailand, Bangkok, Thailand
\textsuperscript{c}Department of Ophthalmology, Rajavithi Hospital, Bangkok, Thailand
\textsuperscript{d}School of Management Technology, SIIT, Thammasat University, Pathum Thani, Thailand
Email: {meteogon38, coeplus.rajavithi}(@gmail.com, {thanaruk, natsuda}@siit.tu.ac.th, Art_jinaratana@hotmail.com)

Abstract— A preliminary study on predicting chance of success on an epiretinal membrane surgery is studied. Given an optical coherence tomography image, the study shows that the multilayer perceptron neural network can achieve 91.0\% accuracy. Due to an unbalance of the images of success and failure classes, under-sampling and over-sampling are applied. For over-sampling, the images in the failure class are duplicated to balance the number of images compared to the success class. Utilizing the balance dataset, the prediction performance is improved from 91.0\% to 93.0\% for over-sampling. With the exploitation of the salient region for training the model and predicting the outcome, The salient region is manually segmented to express the fovea in the OCT. The experimental results evidence an improvement of 1.0\% with achievement of 94.0\% accuracy.

Keywords—Epiretinal Membrane, Machine learning, retinal OCT image.

I. INTRODUCTION

Machine learning is applied in many researchers including in medical image analysis [1] to assist in the analysis to be faster. There are 2 methods for the diseases related to a macular, which are medication and surgery. Age-related macular degeneration (AMD) and Diabetic macular edema (DME) can be cured by using medicines. Epiretinal Membrane (ERM) is cured by a surgery.

Epiretinal Membrane (ERM) is condition that a very thin layer of scar tissue forms on the surface of the retina as shown in Fig. 1. This thin layer causes a deformation in the retinal. To treat ERM, a surgeon operates on the affected eye to remove the membrane on the retina. However, the outcome of the operation may not be successful. In this way, being able to predict the surgery outcome is able to reduce the pain and recovery time for the patient that the outcome will not be successful.

Many papers Optical Coherence Tomography (OCT) image such as Reza et al. [2] applies a random forest (RF) and a convolutional neural network (CNN) to extract a feature and classify the abnormal macula from OCT images. Qingge et al. [3] applied convolutional neural network (CNN) to find salient layers for the analysis of age-related macular degeneration and diabetic macular edema. Other researches can be found from [4], [5], [6] and [7]. There are a few researches for predicting the operation outcome Agnieszka et al. [8] propose an algorithm to find ERM surface by using pixel intensity analysis and graph search.

This paper presents a preliminary study of applying machine learning techniques to predict the operation outcome of the epiretinal membrane operation. In addition, the salient location on the epiretinal and the performance of the classification result is being study by cropping a fovea region for the machine learning. Three machine learning techniques, which are a multilayer perceptron neural network (MLP), support vector machine (SVM) and random forest (RF) used to compare the prediction outcome of an original OCT image and fovea as an input.

![Fig. 1. Example of a retinal OCT image with ERM (a) a radial reference lines scan of OCT image and (b) a cross-sectional image of the retina of red-line scan](image)

II. LITERATURE REVIEW

To segment the layer of the membrane for analysis, Lang et al. [4] classify the retinal layer from OCT images using RF with Candy-inspired boundary (CAN) and random forest (RF) with Optimal graph search (GS) algorithm to classify retinal layer of OCT images. The two methods give an error of the layer's boundary below 3.5 micro-millimeter and 4.5 micro-millimeter as compare to the ground truth.

Bhavna et al. [5] segments the surface of macula in SD-OCT images using MLP and graph theory. The outcome shows that the graph theory can give more precise segmentation result.
For a classification task, Reza et al. [2] applies a convolutional neural network (CNN) and random forest (RF) to find a feature and classifier an abnormal macula in retinal OCT. The outcome average precision was 99.33% on classify between diabetic macular edema (DME) and normal and 98.67% on classify between Age-related macular degeneration (AMD) and normal.

In addition, many researches focus on the feature extraction. Qingge et al. [3] applies a convolutional neural network (CNN) to learn the abstract semantic feature of the retinal OCT B-scan of Age-related macular degeneration (AMD) and Diabetic macular edema (DME). The outcome average precision was 98.2%.

Motozawa et al. [7] propose OCT-based Deep-learning Models for classifying Normal and AMD and Exudative AMD change. The outcome of classifying Normal and AMD OCT images was 100% sensitivity, 91.8% specificity and 99.0% accuracy. The outcome of classifying AMD having Exudative or not exudative change with 98.4% sensitivity, 8803 specificity and 99.0% accuracy.

Agnieszha et al. [8] propose an algorithm to find ERM surface by using pixel intensity analysis and graph search. The outcome show that the graph search technique gives better ERM segmentation results than the pixel intensity analysis.

III. DATA & METHOD

A. Pre-processing and Original Image

In this work, the OCT images of patient were taken before the surgery. For each image, there are 2 parts, 1) a radial reference lines scan and 2) a cross-sectional image of the reference line scan as in Fig. 1.

The image showing a reference line was removed during the preprocessing. The outcome of the preprocess is shown in Fig. 2 and it is denoted as an original image.

![Fig. 2. Example of original image after cropped only cross-sectional image from OCT image](image)

The label of each image is assigned according to the outcome of the operation of each patient. In other words, all the images of the same patient are assigned using the same operation outcome. A pair of the OCT image of 'success' and 'failure' outcome is shown in Fig. 3. All retinal OCT images in this experiment come from 42 patients including of 27 patients were improved after taking an operation and 15 patients were not improved as shown in TABLE I. The retinal OCT image of each patient may not equal depended on type of radial line scan as shown in TABLE II. The total original OCT image of retina is 380 images including 255 success images and 125 Not-succes image with 430 x 770 pixels resolution.

![Fig. 3. (a) Example of Success class image and (b) Example of Failure class image](image)

<table>
<thead>
<tr>
<th>Spectral Domain OCT image</th>
<th>Number of Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial scan 6 lines</td>
<td>Success 23</td>
</tr>
<tr>
<td></td>
<td>Failure 13</td>
</tr>
<tr>
<td>Radial scan 16 lines</td>
<td>Success -</td>
</tr>
<tr>
<td></td>
<td>Failure 1</td>
</tr>
<tr>
<td>Radial scan 24 lines</td>
<td>Success 1</td>
</tr>
<tr>
<td></td>
<td>Failure -</td>
</tr>
<tr>
<td>Radial scan 31 lines</td>
<td>Success 3</td>
</tr>
<tr>
<td></td>
<td>Failure 1</td>
</tr>
<tr>
<td>Total in each class</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>42</td>
</tr>
</tbody>
</table>

TABLE I. TOTAL NUMBER OF PATIENT AND THE NUMBER OF SCANS IN THE ORIGINAL DATASET.

<table>
<thead>
<tr>
<th>Spectral Domain OCT image</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial scan 6 lines</td>
<td>Success 138</td>
</tr>
<tr>
<td></td>
<td>Failure 78</td>
</tr>
<tr>
<td>Radial scan 16 lines</td>
<td>Success -</td>
</tr>
<tr>
<td></td>
<td>Failure 16</td>
</tr>
<tr>
<td>Radial scan 24 lines</td>
<td>Success 24</td>
</tr>
<tr>
<td></td>
<td>Failure -</td>
</tr>
<tr>
<td>Radial scan 31 lines</td>
<td>Success 93</td>
</tr>
<tr>
<td></td>
<td>Failure 31</td>
</tr>
<tr>
<td>Total in each class</td>
<td>255</td>
</tr>
<tr>
<td>Total</td>
<td>380</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Spectral Domain OCT image</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial scan 6 lines</td>
<td>Success 23</td>
</tr>
<tr>
<td></td>
<td>Failure 13</td>
</tr>
<tr>
<td>Radial scan 16 lines</td>
<td>Success -</td>
</tr>
<tr>
<td></td>
<td>Failure 1</td>
</tr>
<tr>
<td>Radial scan 24 lines</td>
<td>Success 1</td>
</tr>
<tr>
<td></td>
<td>Failure -</td>
</tr>
<tr>
<td>Radial scan 31 lines</td>
<td>Success 3</td>
</tr>
<tr>
<td></td>
<td>Failure 1</td>
</tr>
<tr>
<td>Total in each class</td>
<td>27</td>
</tr>
<tr>
<td>Total</td>
<td>42</td>
</tr>
</tbody>
</table>

TABLE II. TOTAL NUMBER OF RETINAL OCT IMAGE IN EACH CLASS OF ORIGINAL DATASET.

B. Cropped image

To study an effect of the selection of the salient area to the classification result, a fovea area is cropped from the original image. The fovea is a small depression in the retina of the eye where visual acuity is highest. The center of the field of vision is focused in this region, where retinal cones are particularly concentrated.

The fovea area is obtained by cropping the center area of the original OCT image. In this work, the salient area is cropped by moving the left and the right borders of the original image.
by 250 pixels from both sides. The outcome of the cropped image is shown in Fig. 4. The size of the cropped image is 380 pixels with 430 x 270 height and width.

![Fig. 4. (a) Delete 250-pixels area from left-side and right-side of the original OCT image and (b) Example of Cropped images.](image)

### C. Balanced Image Data Set

Regarding to the total number of images in each class as shown in TABLE II, the number of images of ‘Failure’ class is less than half of the ‘Success’ class. In this way, we also applying a sampling method to avoid the unbalanced problem. Two approaches are utilized: over-sampling and under-sampling.

For over-sampling, the number of images in ‘Failure’ class is increased by randomly selected to obtained six images per patient (125 OCT images become 90). After that, duplicate each image twice. The number of ‘Failure’ class after applying an over-sampling is 180 images.

For under-sampling, the OCT images of the patients with more than six reference lines as shown in TABLE I are randomly selected to obtained six images per patient. The number of ‘Success’ class after applying an under-sampling is 162 images.

After this process, the total retinal OCT image of Success class become 162 images and Failure class become 180 images.

### D. Feature Extraction

The image’s intensity is used as a feature. For each pixel in an image, the intensity value is a positive integer from 0 to 255, where 255 is the brightest. To allow a classifier to understand the image’s content, the two-dimensional array of intensity of each pixel in the image is transformed into a vector of size $1 \times N$, where $N$ is the total number of pixels in an image.

![Fig. 4. 2-dimensional array of intensity of each pixel in image converted to 1-dimensional array.](image)

### IV. Experiment

#### A. Dataset

In this experiment, the data is organized into 6 group as follow:

1. **Original dataset**: the original retinal OCT images.
2. **Cropped dataset**: the original retinal OCT images after cropped image process.
3. **Under-sampling dataset**: the original retinal OCT images after Balanced image process.
4. **Under-sampling-cropped dataset**: the retinal OCT image of down-sampling dataset after cropped image process.
5. **Over-sampling dataset**: the original retinal OCT images after Balanced image process.
6. **Over-sampling-cropped dataset**: the retinal OCT image of up-sampling dataset after cropped image process.

#### TABLE III. TOTAL NUMBER OF RETINAL OCT IMAGE IN EACH DATASET.

<table>
<thead>
<tr>
<th>Image type</th>
<th>Dataset</th>
<th>Class</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Under-sampling</td>
<td>162</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Over-sampling</td>
<td>162</td>
<td>180</td>
</tr>
<tr>
<td>Cropped</td>
<td>Original</td>
<td>255</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Under-sampling</td>
<td>162</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Over-sampling</td>
<td>162</td>
<td>180</td>
</tr>
</tbody>
</table>

In this experiment, a cross-validated is applied. Given each data set, it is split into five subsets, also called fold. The training and test sets using the ratio of 4:1, where 4 folds are applied for training the prediction model. The experiment is repeated for five times to ensure that every as been used as a test data. See Fig. 5 for illustration. The accuracy of each model is an average score of 5 consecutive experiments.

![Fig. 5. 5-Fold cross-validation scheme.](image)

#### B. Machine Learning Model

Three machine learning techniques are applied in this experiment: a multi-layer perceptron neural network (MLP), a support vector machine (SVM), and a random forest (RF). In this work, the available library Sci-learn of Python is being used.
For MLP, 100 hidden layers setting is applied. For SVM, the C value is set to 1, A low C makes the decision surface smooth, while a high C aims at classifying all training examples correctly. Lastly, 100 trees are set as the maximum number of the trees for RF.

C. Evaluation

A confusion matrix is applied to measure the efficiency of prediction model of each dataset. True positive (TP), False positive (FP), False negative (FN), and True negative (TN) values as shown in TABLE IV shows the performance of the model. TP and TN show the correctly predicted result. On the other hand, FN shows incorrect predicted in term of predicted as normal while it is abnormal, while FP incorrect predicted in term of predicted as abnormal while it is normal.

V. Experimental Result

The experimental results of the three machine learning techniques using each data set are shown in TABLE V. The best accuracy of the three models is MLP. The highest accuracy is 0.94 with over-sampling-cropped dataset. Using the same data set, SVM achieves 0.92 accuracy. The highest accuracy for RF is 0.77 using the original-cropped dataset. Considering the accuracy of each dataset presented in TABLE V., the highest accuracy of the original dataset is 0.91, under-sampling dataset is 0.90, and over-sampling dataset is 0.93. By cropping the fovea area, the experimental result shows an improvement of the accuracy as compared to the original image. See TABLE V.

TABLE V. ACCURACY OF EACH MACHINE LEARNING MODEL FOR EACH DATASET.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MLP</th>
<th>SVM</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original image</td>
<td>0.91</td>
<td>0.91</td>
<td>0.75</td>
</tr>
<tr>
<td>Under-sampling</td>
<td>0.90</td>
<td>0.90</td>
<td>0.74</td>
</tr>
<tr>
<td>Over-sampling</td>
<td>0.93</td>
<td>0.91</td>
<td>0.73</td>
</tr>
<tr>
<td>Cropped image</td>
<td>0.92</td>
<td>0.91</td>
<td>0.77</td>
</tr>
<tr>
<td>Under-sampling</td>
<td>0.92</td>
<td>0.91</td>
<td>0.70</td>
</tr>
<tr>
<td>Over-sampling</td>
<td>0.94</td>
<td>0.92</td>
<td>0.72</td>
</tr>
</tbody>
</table>

The sensitivity and the specificity values of MLP of each data set is shown in TABLE VI. The result shows the over-sampling of cropped image achieve the sensitivity of 0.95 while its specificity is 0.88. In this way, this dataset can predict the positive outcome rather than the negative ones. On the other hand, the under-sampling of the original image achieves the highest specificity of 0.96. The comparison of the other datasets can be found in TABLE VI.

TABLE VI. SENSITIVITY, SPECIFICITY AND ACCURACY OF MLP MODEL.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original image</td>
<td>0.90</td>
<td>0.94</td>
<td>0.91</td>
</tr>
<tr>
<td>Under-sampling</td>
<td>0.83</td>
<td>0.96</td>
<td>0.90</td>
</tr>
<tr>
<td>Over-sampling</td>
<td>0.91</td>
<td>0.90</td>
<td>0.93</td>
</tr>
<tr>
<td>Cropped image</td>
<td>0.93</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>Under-sampling</td>
<td>0.94</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>Over-sampling</td>
<td>0.95</td>
<td>0.88</td>
<td>0.94</td>
</tr>
</tbody>
</table>

TABLE VII shows the confusion matrix result of MLP of each dataset of the last cross validation. Considering the situation that the patient with a good operation outcome misses the operation, the model wrongly predicts the outcome. On the other hand, the patient with a worsen outcome were wrongly predicted as a good outcome.
TABLE VII. CONFUSION MATRIX OF MLP MODEL WITH OVER-SAMPLING CROPPED DATASET.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success</td>
</tr>
<tr>
<td>Success</td>
<td>41</td>
</tr>
<tr>
<td>Failure</td>
<td>2</td>
</tr>
</tbody>
</table>

Sensitivity = 0.95, Specificity = 0.88

TABLE VII shows the confusion matrix of MLP model using over-sampling cropped image dataset. The model predicted that 43 patients will have an improved eyesight, but 2 patients were having a worsen outcome. On the other hand, 60 patients are predicted as a worsen eyesight after the surgery. However, 7 of them have a success outcome. This means that they miss the chance of having an improved eyesight after the surgery.

Example of the images that archives a good and a bad result are shown in TABLE IX. The first three images are correctly predicted using the MLP model with over-sampling cropped image dataset. The last three images are the result that the model wrongly predict the outcome. Similarly, example of the result using over-sampling original images is shown in TABLE VIII.

TABLE VIII. EXAMPLE OF THE PREDICTED RESULT USING MLP AND OVER-SAMPLING ORIGINAL IMAGE.

<table>
<thead>
<tr>
<th>Input</th>
<th>Actual class</th>
<th>Probability</th>
<th>Predicted result</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success</td>
<td>0.9939</td>
<td>Success</td>
</tr>
<tr>
<td></td>
<td>Success</td>
<td>0.9872</td>
<td>Success</td>
</tr>
<tr>
<td></td>
<td>Failure</td>
<td>0.0020</td>
<td>Failure</td>
</tr>
<tr>
<td></td>
<td>Failure</td>
<td>0.8250</td>
<td>Success</td>
</tr>
<tr>
<td></td>
<td>Success</td>
<td>0.0004</td>
<td>Failure</td>
</tr>
<tr>
<td></td>
<td>Success</td>
<td>0.3551</td>
<td>Failure</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

The preliminary result of the outcome prediction for unmet treatment for an epiretinal membrane shows that the MLP prediction model achieves the highest accuracy of 0.94 using over-sampling of the cropped image dataset. The result also shows that the modification of the input image by forcing the model to learn from the salient region, i.e. fovea, achieves a better accuracy. In the future work, the best location of the salient for the epiretinal membrane will be study.
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Abstract—This research study aimed to investigate the characteristics of the Spectral Energy Ratios (SER) determined from the Power Spectral Density (PSD) of the spoken speech samples used to represent the severity level of emotional illness such as Depression in quantitative measure. Situation could be getting worst for a person who suffers from such illness with the elevated severity of symptom. When the symptom of severe depression strikes, a depressive person might be at high risk of committing suicide. The prevention of suicide is necessary for depressed persons to save life by admitting them in time and providing the proper treatment under supervision of clinical specialist. Prediction is primarily one of the most important tasks in the prevention of life-threatening risk from suicide. Researcher has attempted to adapt the speech processing techniques into a clinical diagnosis of emotional illness. In this study a full-band energy and further several sub-band energies estimated from the four frequency bands with each 625-Hz bandwidth were computationally extracted from the categorized speech samples and consequently formed the parameter models for classifications. As result shown, the averaged value of correct classification was obtained to be effectively approximate 80%, when training and validating classifiers with 35% and 65% of the extracted SER features, respectively.

Keywords—speech, depression, spectral energy ratios, classification.

I. INTRODUCTION

Depression is known as a common outcome in persons with serious mental disorders. However, it remains a phenomenon that is under-researched and barely understood. Moreover, methods to identify persons who are at elevated risk of suicide are highly needed in clinical practice. This study addresses on how to characterize the acoustical related spectrum in spoken sound of persons with imminent depressive potential in case of severe recurring depression to gain more comprehensive understanding. The contribution earned from study could lead us to develop more effective techniques of the assessment of severe depression potential.

In previous published research studies [1-3], the analytical techniques have been studied and developed to identify if subjects were in one of three mental states: healthy (control), depressed or high-risk suicidal. In the past the vocal cues have been studied and employed in diagnosis of the syndrome underlying a person’s emotional state by physicians with expertise [4-5], but not widespread in clinical use nowadays.

Researches have shown that the emotional arousal produces changes in the speech production scheme by affecting the respiratory, phonatory, and articulatory processes encoded into the vocal signal [6]. Such arousal produces a tonic activation of striated musculature, and the sympathetic, and parasympathetic nervous systems [7]. Changes in human’s bioelectric signals such as ECG, EMG, blood pressure and respiratory patterns, including phonatory, and articulatory functions in speech production system [8] directly relate to emotions. Therefore, the emotional illness can be the cause of quantitative changes in related acoustical parameters. At some measurable level, change in acoustical parameters possibly indicates the near-term suicidal state. Emotional content of the voice can be associated with the acoustical parameters like amplitude level, dynamic range, contour of fundamental frequency, prosody of speech, vocal energy, distribution of energy in frequency range, location of dominant spectral peaks, formant frequencies, and a variety of temporal measures [9]. As well recognized from research studies in the past depression has been a major impact on the characteristics of acoustic in voice when compared to normal speakers. It has been concluded that prosodic properties in speech are different such as pitch, timbre, loudness, duration are slower in a spoken sound of depressive speakers. Moreover, the spectral energy in depressed speech distributes differently over a frequency range of 0-5KHz as compared to the healthy speakers.

The purpose of study is to investigate more on energy contained in speech and further to determine the relationships of spectral energy among several different subdivided bandwidths within a similar frequency range of 0-2.5KHz at which the most energy in speech spectrum are distributed and concentrated. The further step is classification state based on the extracted energy from different groups of speech samples and the most importance of improving in the accurate prediction or the assessment of the symptom level is faster than the current standard of care. Technology that has developed in the field of computers such as IoT, AI, mobile applications, and machine learning helps us to accelerate a work process. Machine learning technique like support vector machine (SVM) was used in this study for more accurate classification. In this study speech data obtained from the previous recording in the past will be further continuously analyzed with permission granted on data accessibility.

This paper is orderly organized as follows: Section II discusses the related work. Section III provides a detailed description of all categorized speech database, the subject populations described, the extraction of PSD based energy and its ratios performed on all speech dataset. Section IV presents the results of study and compares the acoustical properties among categorized speech groups and discussion on results.
Sections V concludes the findings on the salient feature and result.

II. RELATED WORK

Moore et al. [11, 12] proposed the acoustic speech features based on prosodics of speech, which relate Fo, speaking rate and short-time energy, including glottal spectrum slope and spectral features as the statistical quantifiers in classifying both male and female speech collections of normal healthy speakers and depressive speakers. In female study, he reported that the energy contour estimated from a frame by frame basis was found to be highly effective in classifying the female speech samples with the maximum classification. Cummins et al. [13, 14] presented the mel-frequency cepstrum coefficients (MFCC) showing the statistical significance in classifying the depression from the healthy control. Low et al. [17] identified depression with the low-level descriptors and statistical characteristics.

III. METHODOLOGY

A. Database

All speech recordings were collected from three different categorized groups of depressed, high-risk suicidal and remitted female speakers who were volunteers in a suicide prevention research program and clinically evaluated by psychiatrist and specialist in depression. The recording database used in this re-investigation consists of total thirty females clinically categorized into three groups of speech samples and the age range of all female speakers is from 25 to 65 years old. The spoken sound of each subject was collected from two different sessions of recording; first is the main interviewing session made between the psychiatrist and subject, and second is the recording made in the post session while a subject reads out the predetermined part of book. The passage in post session is composed of the standardized texts commonly used in speech science it has all normal sounds of texts and it is phonetically balanced [10].

In this study all speech records collected from first recording session were used in processing as off-line analysis throughout the entire study procedure. In recording process, each speech sample was digitized via a 16-bit analog-to-digital (A/D) converter at a 10-kHz sampling rate with an anti-aliasing filter (i.e., a 5-kHz Lowpass Filter). The background noise and any artifact sound rather than the subject’s original sound were removed manually through monitoring speech signal waveform on the audio editor. Before the extraction of the PSD based energy features, all speech samples were first detected for their voiced, unvoiced and silent segments in each speech file using the Dydadic Wavelet Transformation (DWT) in computing the weight scale to identify any segments of 25.6ms as voiced segments. After all voiced segments were tested and detected, they were then stored as files for further off-line processing.

B. Extraction of Energy Ratios

Power spectral density (PSD) of the voiced segment were obtained by using the traditional technique of PSD estimation based on Welch method with a 50% overlapping on segments. The algorithm to estimate PSD was written in MATLAB using 256-point fast Fourier transforms (FFT) to estimate the spectra within a 25.6-ms analyzing window over entire voiced speech sample. Six main parameters were estimated from all voiced segments. The first four parameters are the spectral energies calculated from four different frequency bands: first band from 0-625Hz, second band of 625Hz-1.250KHz, third band of 1.250-1.875KHz, and finally fourth band of 1.875-2.5KHz. As observed from the spectrum of voiced speech signal, most energy distributed and concentrated within this range of frequency and not beyond this upper frequency bound.

For each sub-band energy calculated from each 625Hz sub-band, the percentages of sub-band energy to the total energy along a frequency range from 0Hz to 2.5KHz, or called “Spectral Energy Ratios” (SER’s) were calculated and stored as a set of input parameters to state of classification. The other two features are the value of peak power and the frequency of the peak power. The following code shows steps to calculate all spectral energy in each frequency band and its ratio respective to total spectral energy.

Pseudo code to estimate Spectral Energy and Ratios:
1. Setting a frequency range of 0-2.5KHz to estimate PSD;
2. Separating a frequency range into four 625Hz bandwidths;
3. For (all frames of segmented voiced signal) {
4. Separate a whole voiced signal into frames with 25.6ms length;
5. Estimate PSD of each frame using Welch method;
6. Calculate a total energy over a 0-2.5KHz range using “trapz” function;
7. Calculate sub-band energies from all four 625Hz bandwidths;
8. Calculate all ratios of band energy from band 1-4;
9. Collect all estimated energy parameters;
10. }

Fig. 1. Overall procedure of extraction of subband spectral energy and energy ratios, and classification
C. Statistical Analysis and Classification

All SER parameters were arranged and stored in a matrix form for statistical analysis. Each of the acoustical features (i.e., SER1, SER2, SER3) formed an output vector of features representing all 25.6ms voiced segments for each subject. The SERs was not taken into this comparative statistical classification due to the property of linear dependency among sub-bands over a whole 2.5KHz frequency range. Each output matrix contained N rows and M columns (N x M matrix), where N is a number of voiced speech frames with 25.6ms length/frame and M is a number of acoustical features. Mathematically, all SER parameters representing the suicidal, depressed, and remitted speech classes were defined into three large matrices. The parameter matrix representing each class were imported and implemented in matlab. In a state of classification of the between-groups were designed, (i.e. suicidal/depressed, depressed/remitted, remitted/suicidal). Classification accurate score and performance of selected classifiers were tested and evaluated with using the hold-one-out method, and 95% confidence interval were used in statistical analyses. The hold-one-out method was used in this discriminant analysis to compensate for the small size of speech databases used in this study. First, the input SER parameters were randomly selected for 35% of SER sample set to train classifiers, and 65% the rest of the same sample set to validate the same classifiers. The K-fold cross-validation on set to train classifiers, and 65% the rest of the same sample set were randomly selected for 35% of SER sample groups contained more energy concentration at higher bands. All of energy shifts in frequency bands suggested that the abnormal speech samples modulated with emotional illness such as depression and severely high-risk suicide have more power spectral density grown at the higher frequency bands. In this case the depressed and high-risk suicidal speech sample groups contained more energy concentration at higher frequencies above 625Hz or band no.2 when compared to normal speech group within the same frequency bands.

IV. EXPERIMENTAL RESULT AND DISCUSSION

The whole procedure of our proposed research study is depicted in figure 1. It clearly separates a whole research procedure into two main parts which are feature extraction and classification. Three categorized speech samples of remitted, depressed and high risk suicidal subjects were analyzed and compared for the characteristics of classification power in the spectral energy parameters that were extracted directly from the spectrum of speech signals. Figures 2 and 3 show band energies estimated by using two different analyzing windows with lengths of 25.6ms and 51.2ms over a 0-2.5KHz frequency range at which the most energy of speech signal concentrates. These two various analyzing windows were tested to see there is any significant difference appearing on the quantitative energy extracted based on these windows. The band energies are purposely estimated from four separated frequency bands equally divided with each bandwidth of 625Hz and stacking up to the upper frequency bound at 2.5KHz. Both mentioned plots have showed the same tendency of shifting band energies from band no.1 to band no.2 and continued consistently in order for higher frequency bands no.2, 3 and 4 respectively. As seen from plots, the normal speech group (remitted speech) has the highest energy level in frequency band no.1 compared to those respective lower energy level of depressed and suicidal speech groups. But in all higher frequency bands the energies of depressed and suicidal speech groups are inversely higher than that of normal speech group as lines switch around. It means that energy in depressed and suicidal speech starts shifting from band no. 2 through all higher bands. All of energy shifts in frequency bands suggested that the abnormal speech samples modulated with emotional illness such as depression and severely high-risk suicide have more power spectral density grown at the higher frequency bands. In this case the depressed and high-risk suicidal speech sample groups contained more energy concentration at higher frequencies above 625Hz or band no.2 when compared to normal speech group within the same frequency bands.
In figures 4 and 5 all extracted energies were represented in bar plots which can provide the visual distinguishing observation on energy distributions among categorized speech sample groups. The significant difference in energy level can be clearly seen among them. It clearly shows the dominant energy found in depressed and high-risk suicidal speech at band no.2 or the higher frequency bands respective to normal case. Similar trends of energy shifting are pretty much the same as already discussed in aforementioned line plots in figure 2. Figure 6 displays the comparative tendencies of spectral energy change along frequency sub-bands over the entire frequency range of 0 -2.5KHz. The shifting among estimated energies of three categorized speech groups can be notified starting in band no. 2 which is the location of shifting occurred and stay the same above the energy level of remitted case for the higher bands no. 2 to 4 without any further shifting being found. Figure 7 shows the different distributions of energy in band no. 1 to 4 and most concentration of energy locates in band no. 1 and less concentrated energy can be notified in bands no. 2 to 4, respectively.

![Fig. 6. Shifting in spectral energies among categorized speech groups](image)

![Fig. 7. Distribution of energy ratios among categorized speech groups](image)

TABLE I. % ERROR IN CLASSIFICATION FROM TESTING

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Class1</th>
<th>Class2</th>
<th>Total</th>
<th>Class1</th>
<th>Class2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>0.23</td>
<td>0.30</td>
<td>0.28</td>
<td>0.23</td>
<td>0.13</td>
<td>0.20</td>
</tr>
<tr>
<td>ML</td>
<td>0.22</td>
<td>0.39</td>
<td>0.31</td>
<td>0.12</td>
<td>0.32</td>
<td>0.22</td>
</tr>
<tr>
<td>SVM</td>
<td>0.36</td>
<td>0.65</td>
<td>0.50</td>
<td>0.26</td>
<td>0.30</td>
<td>0.28</td>
</tr>
<tr>
<td>RBN</td>
<td>0.14</td>
<td>0.68</td>
<td>0.39</td>
<td>0.13</td>
<td>0.31</td>
<td>0.22</td>
</tr>
</tbody>
</table>

% Error in Classification from Testing

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Class1</th>
<th>Class2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Energy</td>
<td>0.18</td>
<td>0.25</td>
<td>0.18</td>
</tr>
<tr>
<td>Spectral Energy Ratios</td>
<td>0.15</td>
<td>0.08</td>
<td>0.10</td>
</tr>
</tbody>
</table>

The performance measures summarized in Table I and II indicate that the combined SER features obtained from all categorized speech databases provide the most powerful discrimination in separating between depressed and remitted speech samples effectively in state of training and testing features with several classifiers. The highest correct classification scores from the pairwise study between remitted and depressed speech groups can be found for average value higher than 80% in accuracy. This average is the result of percentage calculated from 100% - % Error in classification using SERs as input parameters in training and testing classifiers shown in Tables I and II. This can be interpreted in that there is no shifting in energy occurred in many frequency bands between depressed and high-risk suicidal speech samples and make all energy ratios no conflict among input parameters to classification due to reversing quantity in parameters, but not for remitted speech samples which have some shift in energy appeared at frequency band no. 2. In order to continue further more on this study the larger collected database may improve the statistical interpretation on results to be more accurate assessment of acoustical characteristics which relate to the psychological states speaker experiences. In addition, the improvement of accurate classification can be achieved by using multi-parameter classifiers. Therefore, the further task will involve with the improved assessment of depression via effective speech processing techniques.

V. CONCLUSION

The spectral energy and energy ratios extracted from speech samples representing the vocal output characteristics related emotional illness are found to be most effective in differentiating between remitted and depressed speech samples. The shifting in energy was found in the higher frequency bands above band no. 1 for both depressed and suicidal speech samples. As result shown, the highest correct classification score was found to be approximately 80% in average among several trial of classifiers. It suggested that the studied feature in frequency domain can be taken in account of potential acoustics for assessment of depression and even high-risk suicide. The adaptation of speech analysis technique can provide an objective indication of mental illness states in terms of an assistive clinical assessment. Further testing of these similar acoustical parameters may produce reliable, clinically useful, adjunctive tools for assessments of depression and even suicidal risk.
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Abstract—The experimental results from comparative study of acoustical properties in speech as emotional indicator based on spectral characteristics of speech signal have formerly been studied and reported for its quantitative information in association with the emotional states in persons suffering depression. This symptom affects speech production system of speaker, which modulates in spoken sound. MFCC has been reported for its characteristic change corresponding to severity of depression. The sixteenth MFCCs from remitted, depressed and suicidal patient groups were extracted, statistically tested and classified in pairwise fashion by using ML, LS and LMS classifiers. The best score of classification can be obtained at 0.2487 in error based on ML classifier with 80% of MFCC samples in testing phase. Results suggest the dominant property of MFCC in separation between suicidal and recovering speakers from depression.

Keywords—speech, MFCC, depression, maximum likelihood

I. INTRODUCTION

Nowadays, it has been an increasing rate on population growth which is climbing up every year. But natural resources have inversely decreased regarding the daily basis consumption of world population. This could have impacted on our daily living in terms of less healthy life, more stressful working to earn income, poverty in lack of basis personal needs. In some serious situation this impact can cause a risk to someone’s life and steadily increasing that risk without any feeling to be aware of life threatening. This affective has been clinically known as depression or in some severe case this emotional disorder can result in suicidality. Many reports on media or social media can be seen about risk of suicide in depressed persons and suicide is popularly the public health problem associated with high population. And there is also an increasing rate of hotline call-in, which is simultaneously monitored by physicians or psychiatrist to evaluate the callers’ behavior in speaking and their voice quality while having conversation on a phone line. This could be partially achieved on early decision made solely by highly experienced psychiatrist on judging that person is depressed or non-depressed. How accurate the diagnosis made by physician could impact on their family and lethal risk to that caller if he/she might be planning to commit the suicide.

Apparently, if psychiatrist can diagnose the symptom of depression or high-risk suicidality correctly, it could be high beneficial to patients who have agonized from emotional illness to be admitted to the health care program in time and have the precise treatments right away from the beginning state of depression. In previous works proposed, it has been shown that the acoustical features of human speech can be employed which are associated with recognizing pattern of emotional affection and prediction of the mental state in depressive speakers [1-3, 5-10]. The most common methods to assess, if patients were at severe state of depression or even at elevated risk of suicide, are self-scored patient survey, report by other, clinical interviews and rating scales [4]. Diagnosis and decision making on clinical categories of subjects belong to are clinical procedure with time consuming in which practitioners have to get involved in several steps such as information gathering, background profile checking, hospital admission and visiting records, diagnosing with simultaneous response in judging if patient were psychologically safe from suicidal risk or clinically identified for one of symptom categories, dramatically necessitates for physician to conclude the diagnosing result with the correct decision making on admission and treatment for that patient.

As reported in the published studies, several analytical techniques have been proposed for achievement of measuring the particular changes, as a result of affection from the underlying symptom of depression, in acoustics of speech of depressed patients. It has been concluded that the suicidal speech in severely depressed speaker is very similar to that of common depressive one, but the tonal quality of speech significantly changes when the symptom of near-term suicidal risk highly strikes at the moment.

Sections in paper are organized with their details provided within each section. Section II relates works related in the past. Section III describes on method, database, feature extraction, PCA and classification. Section IV deals with experimental result and discussion. Section V provides conclusion and future research direction at the end.

II. RELATED WORKS

Speech processing has been successfully adapted in validation of the correlation between acoustic features in speech and depression. The statistical analysis of several acoustic parameters demonstrated the significantly statistical difference in speech acoustical characteristics in between major depressed and non-depressed adolescents [12]. Sonawane et al. [13] and H. Aouani et al. [14] have used Frequency Cepstral Coefficients (MFCC) and subband based coefficients extracted from emotion sound database in multiple SVM classifiers and they discovered that the nonlinear kernel SVM and DSVM achieved the greater accuracy than linear SVM. M. N. Stolar et al. [15] presented the classification between depressed and non-depressed speech samples and used the 13 MFCC coefficients as feature vector in classifications with using both SVM and GMM. The MFCC worked well with the GMM classifier with 5 Gaussian Mixtures. Smitra et al. [16] extracted the 19 MFCC...
coefficients and fed into ANN with varying numbers of neurons in the hidden layer to classify between healthy and pathological voices. The best accuracy of classification was obtained for the highest 99.96% based on the frame size of 512 datapoints. The various frame sizes at 256, 512, 1024 and so on were experimented to evaluate for the effectiveness of ANN by classification. It should be noted that the MFCC and extended derivatives (delta MFCC) were popularly employed as the acoustic speech features in most of these previous studies and also the speech databases studied and analyzed in aforementioned works were collected from participants who have their mother’s tongue in western languages.

III. METHODOLOGY

A. Database

The database consists of speech samples recorded from interviewing session with psychiatrist. It is categorized into three groups of 10 remitted, depressed and high-risk suicidal female subjects. The pre-processing is carried out by first digitizing all speech signals through a 16-bit analog to digital converter at a sampling rate 10 KHz via a 5 KHz anti-aliasing low-pass filter. Prior to detection of voiced, unvoiced, silent segments in each speech files, the monitor and screening on any sound artifact possibly appeared during interviewing are offline implemented by using the Goldwave, including the silences longer than 0.5 seconds are manually removed. All speech signals of remitted, depressed and high-risk suicidal speakers are carefully processed under the same condition of pre-processing and the similar acoustical environment control is made during the period of recording speech sample in interviewing conversation.

B. Speech Segmentation

Based on the exploiting fact that the unvoiced segments of speech signal are very high frequency component compared to the voiced speech which is low frequency and quasi-periodic. To classify which segments of speech signal based on their energy and then weighted using the Dyadic Wavelet Transform (DWT) of speech samples were computed in each segment of 256 samples/frame. The unvoiced speech segments can be readily detected by comparing the energies of DWTs at the lowest scale $\delta_1 = 2^1$ and the highest energy level is $\delta_h = 2^h$. Any segment of speech signal with its largest energy level estimated at scale $\delta_1 = 2^1$ is favorably classified as an unvoiced segment, otherwise found voiced segments. The following equation is the energy threshold defined as unvoiced segment;

$$UV = (n|\delta_1 = 2^1); \quad n = 1, ..., N; \quad (1)$$

where $uv$ is speech segment classified as unvoiced at which the $n$ segment with energy at scale $\delta_1$ maximized.
C. MFCC Extraction

Voiced segments of all speech signals in database are processed for Mel-Scale Frequency Cepstral Coefficients (MFCC) [7-8,10]. The estimation procedure of studied energy parameter is described as follows;
- Windowing each concatenated voiced-segment into 25.6 ms-length frames.
- Computing the logarithm of the discrete Fourier Transform (DFT) for all windowed frames of voiced speech.
- Applying the log-magnitude spectrum through the 16 triangular bandpass filter bank with center frequencies corresponding to Mel-frequency scale.
- Computing the inverse discrete Fourier Transform (IDFT), then calculate the 16-order cepstral coefficients.
- Analyzing all extracted MFCC dataset with two dimensional PCA and then classifying with ML, LS and LMS classifiers.

The purpose of Mel-frequency scale is to map between linear to logarithmic scale for frequencies of speech signal higher than 1 kHz. The characteristics of spectral frequency will correspond to human auditory perception. The Mel-scale frequency mapping is defined [11]:

\[ f_{mel} = 2595 \times \log_{10} \left[ 1 + \frac{f_{lin}}{700} \right] \]  \hspace{1cm} (2)

in which \( f_{mel} \) is the perceived frequency and \( f_{lin} \) is the real linear frequency in speech signal.

In filtering phase, a series of the 16 triangular bandpass filters, \( N_i = 16 \) is used for a filter bank whose center frequencies and bandwidths are selected according to the Mel-scale. Once the center frequencies and bandwidths of the filter are obtained, the log-energy output of each filter \( i \) is computed and encoded to the MFCC by performing a Discrete Cosine Transform (DCT) defined as follow:

\[ c_n = \frac{2}{N} \sum_{i=1}^{N_i} x_i \cos \left( \frac{2\pi}{N} n \right) \hspace{1cm} 1 \leq n \leq p \]  \hspace{1cm} (3)

Regarding less complexity, the factor \( \frac{2}{N_i} \) in equation 3 is discarded from algorithm computation.

D. Principal Component Analysis

The PCA technique has been applied to MFCC features to extract the most significant components of feature. This technique helps reduce multi-dimension of dataset down to two dimensions which is adequate for training and testing phases in classification.

E. Pairwise Classification

Several classifiers such as Maximum Likelihood (ML), Least Squares (LS) and Least Mean Squares (LMS) are selected to train and test on two dimensional MFCC dataset and compare among three different subject groups for performances of individual classification. In this study three groups of extracted MFCC samples are arranged into pairwise manners which are RMT/DPR, RMT/SUI and DPR/SUI. First, MFCC samples are randomly selected for 20% from sample dataset, and then used to train classifier, and other 35%, 40% from same dataset for training the same classifier. The reason of doing these is to compare the performances of classification among categorized subject groups, which might be affected from sizes of sample. Several trials on random selection of samples for training and testing approximately hundred times are further proceeded to find the average performance of classification.

IV. EXPERIMENTAL RESULT AND DISCUSSION

Original speech waveform, voiced and unvoiced segments of speech signal are plotted in Figure (1). The difference in amplitude and time interval can be obviously notified between voiced and unvoiced segments. Averaged errors in classification are tabulated in categorized pairwise groups versus types of classifier listed in Table 1-6 for case of 20%, 35%, 40% of training sample, summarized averages from RMT/SUI training as best pairwise with least error, 20% testing, and summarized averages from RMT/SUI testing.

The comparative errors obtained from several trials on selections of MFCC sample in classification are graphically depicted in Figures 3 and 4 for cases of training and testing with LS and ML classifiers. As seen in box-and-whisker diagrams, sampled MFCC represented as class 2 for suicidal group provided very less error of classification approximately 0.15 for all 20%, 35% and 40% of training samples and as well for both LS and ML classifiers. The greater errors can be seen for class1 represented for remitted group in training and testing for all classifiers and percentages of sampling approximately 0.35. More notification can be made on similar results of classification between two classifiers with different sampling percentages.

Based on the first four lower-order MFCC, the fairly high correct classifying scores can be obtained in this study, which are likely productive for its class discriminative property beneficial to emotional disorder assessment. More various acoustical parameters are suggested into the same account with studied MFCC for more accurate classification and improvement of research result toward same golden goals committed to research work.

**TABLE 1**

<table>
<thead>
<tr>
<th></th>
<th>RMT/DPR</th>
<th>RMT/SUI</th>
<th>DPR/SUI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.4178</td>
<td>0.2487</td>
<td>0.2892</td>
</tr>
<tr>
<td>LS</td>
<td>0.3979</td>
<td>0.249</td>
<td>0.2755</td>
</tr>
<tr>
<td>LMS</td>
<td>0.49601</td>
<td>0.4857</td>
<td>0.4669</td>
</tr>
</tbody>
</table>

**TABLE 2**

<table>
<thead>
<tr>
<th></th>
<th>RMT/DPR</th>
<th>RMT/SUI</th>
<th>DPR/SUI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.423</td>
<td>0.2497</td>
<td>0.2903</td>
</tr>
<tr>
<td>LS</td>
<td>0.3972</td>
<td>0.2498</td>
<td>0.2764</td>
</tr>
<tr>
<td>LMS</td>
<td>0.495</td>
<td>0.4908</td>
<td>0.4898</td>
</tr>
</tbody>
</table>

**TABLE 3**

<table>
<thead>
<tr>
<th></th>
<th>RMT/DPR</th>
<th>RMT/SUI</th>
<th>DPR/SUI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.4213</td>
<td>0.2498</td>
<td>0.2897</td>
</tr>
<tr>
<td>LS</td>
<td>0.3975</td>
<td>0.2499</td>
<td>0.2764</td>
</tr>
<tr>
<td>LMS</td>
<td>0.5087</td>
<td>0.5304</td>
<td>0.492</td>
</tr>
</tbody>
</table>
TABLE 4
Summarized errors of classification between Remitted and High-Risk Suicidal

<table>
<thead>
<tr>
<th>Classification</th>
<th>Percent of sample in training classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20%</td>
</tr>
<tr>
<td>ML</td>
<td>0.2487</td>
</tr>
<tr>
<td>LS</td>
<td>0.249</td>
</tr>
<tr>
<td>LMS</td>
<td>0.49061</td>
</tr>
</tbody>
</table>

TABLE 5
Errors of Classification with 20% Testing

<table>
<thead>
<tr>
<th>Classification</th>
<th>RMT/DPR</th>
<th>RMT/SUI</th>
<th>DPR/SUI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.4186</td>
<td>0.2495</td>
<td>0.2892</td>
</tr>
<tr>
<td>LS</td>
<td>0.3978</td>
<td>0.2498</td>
<td>0.249</td>
</tr>
<tr>
<td>LMS</td>
<td>0.4995</td>
<td>0.4849</td>
<td>0.4685</td>
</tr>
</tbody>
</table>

TABLE 6
Summarized errors of classification between Remitted and High-Risk Suicidal

<table>
<thead>
<tr>
<th>Classification</th>
<th>Percent of sample in testing classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80%</td>
</tr>
<tr>
<td>ML</td>
<td>0.2495</td>
</tr>
<tr>
<td>LS</td>
<td>0.2498</td>
</tr>
<tr>
<td>LMS</td>
<td>0.4849</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Experimental results show the MFCC’s property able to indicate speaker’s psychiatric state, especially in class separation between remitted and suicidal speaker groups. Different sampling percentages investigated in this study can affect slightly the classification score in some classifiers selected to evaluate vocal samples. Further direction will focus on much more effective acoustics that can be assistive to currently studied MFCC in class separation with highly significantly statistical difference, and larger size of speech sample database required.
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Abstract— This paper examines the ability of the Detect Me English application to create awareness of incorrect pronunciations in Thai Elementary Students (identified through Natural Language Processing). Phonetic analysis is a branch of NLP which analyses the sounds of human speech. The English correction software developed for this research uses an android system combined with the Detect Me English application to analyze the phonological sounds produced by the students. The researchers tested 60 students in total from grades 4-6. The results showed that the sample groups were not aware of many of the English phonological rules. Upon further analysis of the data recorded the post-test revealed that students were able to obtain significantly higher results.
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I. INTRODUCTION

Upon seeing Stephen Hawking’s speech synthesizer in action many of us were amazed with the machines ability to convert text to speech. The ‘EZ keys’ program used could automatically scan each word row and column then produce the respective sounds. The incredible step forward in the field of NLP meant a computer had the ability to process language to the point of giving a voice to a once voiceless man. NLP is broken up into many different fields. This research focuses particularly on computational phonetics and phonology of which there are two categories. Hawking’s machine is an example of speech synthesis, the process of creating electronic signals which can then initiate the output of audio through an electronic speaker [1]. This output will vary according to the phones and prosodic features present in the original text. The other category is speech recognition, where a computer must analyze the phones created and transcribe them into a phonetic transcription in order to generate ordinary text which can then be displayed on the screen. The practical implementation of NLP brought about the ‘Detect Me English’ application. The application has the ability to transform a regular android device into a device which can both synthesize and recognize speech output.

Thai curriculum requires that English be taught from kindergarten level all the way through to the final year of high school as a fundamental subject. Even so, many students are unable to speak or use English to convey ideas effectively. Ref. [2] says that the key to good speaking begins with good pronunciation. Multiple studies have revealed that the majority of Thai student’s pronunciation errors originate from the fact that they often attempt to pronounce English sounds as by using the familiar Thai consonants [3,4,5,6]. The problem is that the phones and phonemes present in Thai language are different from that of English which means that Thai students are prone to mistakes, especially in their pronunciation. The foundations of the Contrastive Analysis Hypothesis show that the elements which are analogous to the learner's native language will be simple for him, and those elements that are dissimilar will be more challenging [7].

Recognizing the difficulty Thai teachers have in teaching phonetics and the lack of native language speakers in many of Thailand’s schools, the Detect Me English application was developed. This research was then run to see its effectiveness in facilitating Thai elementary student’s English pronunciation acquisition and to measure the effectiveness of NLP in creating awareness of correct English pronunciation.

II. LITERATURE REVIEW

A. Language Transfer

Learning to pronounce English correctly is difficult for ESL students. One of the factors that cause difficulties is the difference between the phonology of their native language (L1) and that of the second language (L2). L2 learners will rely on the knowledge of their first language and their prior experience to deal with L2 problems. So, L1 transfer becomes inevitable in L2 learning. Ref. [8] proposes six factors that may hinder or facilitate learner’s pronunciation of L2 are; language transfer, age, exposure to L2, innate phonetic ability, identity and language ego for L1, motivation, and finally the concern for good pronunciation ability. Second language learners may stop short of L2 competence due to fossilization which is the relatively permanent incorporation of incorrect linguistic forms of which are often transferred from L1[9].

B. Contrastive Analysis

In total there are 21 Thai consonant phonemes whereas the number of English phonemes is generally listed as 24. Both languages have phonemes which are not found in the other language or can be found but are used in certain environments which differ from language to language. The English sounds which are not in Thai phonology include /g/, /v/, /z/, /ð/, /ʒ/, /θ/, /ʃ/, /tʃ/ and /dʒ/.
The voiced velar plosive /g/ sound is often pronounced /k/ which is a voiceless velar plosive sound [10]. The places of articulation are still the same however the sound changes from voiced to voiceless simply because the /g/ sound does not exist in Thai phonology. English voiced fricatives like /v/, /z/, /ð/ and /ʒ/ are often replaced with other consonant sounds that the speaker thinks best resembles the target sound.

Examples
/v/ becomes /w/
/z/ becomes /s/
/ð/ becomes /d/
/ʒ/ becomes /t/

In linguistics when talking about different environments it is referring to aspects like syllable position. For example all English voiceless fricatives positioned as final sounds are very hard for Thai L2 learners to master; /l/, /s/, /θ/ and /ʃ/. This is due to the fact that of the final plosive and nasal sounds in Thai language there are only four plosive sounds (/p/, /t/, /k/ and /ʔ/) and three nasal sounds (/m/, /n/ and / ŋ/) which are as final sounds, all of which are pronounced inaudibly [11,12]. Thai L2 learners will either replace these voiceless fricatives with a familiar Thai final sound or omit them entirely [13].

With further contrastive analysis many more differences can be found as well as curious occurrences where both languages actually have the sounds needed for correct pronunciation yet for Thai L2 learners they have difficulty pronouncing words with /l/ and /r/ sounds. Ref. [14] suggests that this is most likely due to behaviorism in that Thai’s use the two sounds interchangeably when speaking Thai which causes the habit to be transferred when they attempt to pronounce English words.

C. Awareness of Correct English Pronunciation

Motivation in learning is the strongest factor which contributes to student’s success in second language acquisition [15]. The are many things that can cause demotivation for example when an L2 learner attempts to talk to a native speaker only to find out that they don’t understand them or when a student finds out they have been pronouncing a word incorrectly all along. This might seem like something that is inevitably going to happen when learning a second language however, there are ways to prevent mispronunciation. That is why it is so important to generate an awareness of phonological rules and correct pronunciation early on in language instruction. If teachers wait too long until the point that fossilization occurs, even with considerable input and instruction, L2 learners will not be able to acquire the challenging sounds which do not exist in Thai phonology.

III. METHODOLOGY

A. Objectives

Given the difficulty Thai L2 learners have in creating English sounds correctly the main objective of this research was to test the Detect Me English application’s effectiveness in creating awareness of correct English phonetic pronunciations. Further objectives were to measure the improvement of the students after being first exposed to the application and being instructed on the correct pronunciation so as to evaluate the efficiency of the application becoming a teaching tool in Thai classrooms.

B. Sample Group and Instruments

The sample group used for this study comprised of elementary students from Nong Mae Na School (N=60). There were 20 students taken from grades 4, 5 and 6 accordingly. The school selected for the trial was a rural school with no native language teachers so all English instruction was conducted by Thai teachers. The instruments used were the Detect Me English application as well as the 30 words taken from the English Standard Curriculum and inputted into the application; 10 grade 4 level words, 10 grade 5 level words and 10 grade 6 level words.

C. Application Design

The Detect Me English application is compatible with android systems as seen in figure 1.

From the homepage (Figure 2) there are two menus to choose from. The START menu links the user to the 30 key words selected for this research.

Fig. 1. Application will show up on the main screen, click to open up the main page.

Fig.2 Home page of the Detect Me English application.

Once the program is running the user will see the main screen hub (figure 3). The hub which has functions and displays as follows

1. Microphone Button; this button is pressed when the user is ready to attempt to pronounce the subject word.
2. The Subject Word: where the English word the user needs to pronounce is displayed.
3. Results Box: where the subject word will display upon the user making the correct pronunciation of the word in English. If there is incorrect...
pronunciation then the display will not show anything.

4. Incorrect Pronunciation Results Box: pon the user making an incorrect pronunciation, the application will process the users attempt and display phonetically what the user has pronounced, thus allowing the user to distinguish what kind of phonetics they are incorrectly pronouncing.

5. The Demo Button: before the user tests themselves they can listen to the correct pronunciation by selecting the demo button.

6. Back Button: The user can skip back to the previous word.

7. Next Button. The user can skip to the next word (figure 3.)

Fig.3. Main on-screen hub for the Detect Me English application

The 30 key words that the sample group worked through for this trial were taken from three different levels; grade 4, 5 and 6 level. Each of these words were chosen based upon the suitability to address address the L1 to L2 phonetical barrier as well as their suitability for primary school ages. Each word written into the program can be easily changed as the number of words is not limited and new words can be added or taken away from the library catalogue at any time. The strength of this program is the forwardness for teachers to be able to add or change words as desired (see figure 4). The program is also connected with an external hardware which collects the results of the user.

Fig.4. Examples of other word options

D. Software Protocol Processing

The recognition software functions by first receiving the input sound through the devices microphone. The information is then processed into its component phones and phonemes and converted into ordinary text which is then displayed in either one of the results boxes depending, of course, on the user pronunciation. The application uses the process of speech synthesis as well as speech recognition in that any words that are inputted into the program can generate for the user to attempt to emulate and any words in the system can also be tested for correct pronunciation by simply having the user speak into the android device’s microphone.

E. Data Collection

Quantitative data were collected for this study. For both the pre-test and post-test each student was given 3 opportunities to pronounce the 30 selected key words. After the pre-test on the first day, the sample group was given instruction from Thai University students who had been exposed to and using the application already. Educational activities and games both using the Detect Me English application and not using it were devised by the students with the aim to generate a greater awareness of the correct pronunciations. At the end of the second day the sample group was tested again using the same method to see if there was any improvement. The data from both pre-test and post-test were then collected and analyzed by the researchers.

IV. RESULTS

The results showed that the sample group was not aware of many of the English phonological rules. In the pre-test a majority of the words were mispronounced and while in the post-test the sample group’s pronunciation improved significantly, the level of correct pronunciations was still low with the overall percentage of correct pronunciations less than 50% for all grades (figure 5).

Fig. 5 Graph showing the overall percentage of correct pronunciations according to the Grade levels.

V. LIMITATIONS

The limitations of the Detect Me English application, as with most speech synthesizing devices, the sounds generated have a very machine like quality or accent. So, while the students are able to correct their pronunciation with the device suprasegmental factors, like intonation and stress patterns, can’t be addressed. Another limitation came from the research design in that while the application shows which phonemes the user is failing to create accurately the
data recorded by the application simply showed which words were pronounced correctly or incorrectly. This meant that analysis of which phonological rules and pronunciations were difficult or unknown to the sample group was impossible.

VI. DISCUSSION AND CONCLUSION

This research investigated the effectiveness of the Detect Me English application in facilitating Thai elementary student’s English pronunciation. Teachers are always looking for new ways to motivate students to learn. The results from this investigation show that the application was an effective way not only to test student’s pronunciation but encourage and motivate students to achieve higher academic results. Moreover, the practicality of the device in that it can be used by anyone, teachers or students shows its effectiveness in equipping teachers to be able to create awareness of incorrect pronunciations as well as enable students to self-correct.

The second aim of this research was to measure the improvement of the students after being first exposed to the application so as to evaluate the efficiency of the application becoming a teaching tool in Thai classrooms. The pre-test results showed that the sample group initially was unaware of many of the phonological rules in English. The post-test results however showed that after just two days of the students being exposed to the application each grade showed immense improvement. It is unrealistic to expect every Thai teacher to acquire native like English pronunciation however, this research reveals the need to provide tools for teachers to generate an awareness of the correct pronunciations with the added benefit of not having to spend millions of dollars on training. NLP applications can empower Thai teachers to teach correct English pronunciations. As revealed from the post-test results the Detect Me English application, as with many other NLP systems, is an effective way to aid English education. While the results of the sample groups were still low it was apparent that over the course of two days using the Detect Me English application improved the sample group’s percentage of correct pronunciations. It is worth considering how much greater the improvement could be if NLP applications like Detect Me English are used continually throughout the course of a child’s education.
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Abstract—In this paper, we proposed a face verification method. We experiment with a histogram of oriented gradients description combined with the linear support vector machine (HOG+SVM) as for the face detection. Subsequently, we applied a deep learning method called ResNet-50 architecture in face verification. We evaluate the performance of the face verification system on three well-known face datasets (BioID, FERET, and ColorFERET). The experimental results are divided into two parts: face detection and face verification. First, the result shows that the HOG+SVM performs very well on the face detection part and without errors being detected. Second, the ResNet-50 and FaceNet architectures perform best and obtain 100% accuracy on the BioID and FERET dataset. They also, achieved very high accuracy on ColorFERET dataset.
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I. INTRODUCTION

Face verification is part of the face recognition system that focuses on the one-to-one matching problem [1] to compare whether it is the same person or not the same person. For this reason, face verification is much used in security, surveillance, and immigration, for example, to search for people from closed circuit television (CCTV) to check if the person is a criminal by comparison of a face captured on camera with faces from a database. Many problems, such as images, low-light images, blurred image, and flare on an image resulting from stray light entering the camera lens, will occur depending on the quality and location of the camera. These effects are of concern for the researchers working on face recognition.

Face verification systems perform two main tasks. The first task is face detection and is essential to any face verification system because the system cannot process if the face is not detected. Many researchers focus on developing algorithms for face detection such as edge detection [2], Haar-cascade classifier [3][4], and histogram of oriented gradients (HOG) [5–7]. These algorithms allow us to find faces even in low-light and blurred images. Moreover, convolutional neural networks (CNNs) that have been proposed [8][9] provide a robust method to detect a face in many conditions such as a small faces, occlusion, or images that do not show the entire face.

The second task of face verification, is the extraction of information from the face (called face encoding) which is sent to the similarity function to calculate and compare the unknown face and detected face. A high similarity value shows that the two faces are the most similar face. Many algorithms have been proposed for the face encoding such as local directional number pattern [10], local binary patterns [11], common encoding feature discriminant [12] and supervised feature encoding [13] are proposed. Nowadays, deep learning approaches are successful in encoding the face, including VGGNet [14], DeepFace [15], FaceNet [16] and ResNet [17].

Contribution: In this paper, we evaluate the performance of face verification systems on three well-known face datasets (BioID, FERET, and ColorFERET). It is quite challenging to verify faces from the ColorFERET because this dataset consists of 3,553 face images of 474 subjects. We divided the experiment into two parts; face detection and face verification. In the face detection part, four different face techniques, including the histogram of oriented gradients combined with the linear support vector machine (HOG+SVM), max-margin object detection with convolutional neural network (MMOD-CNN) [18][19], Haar-Cascade Classifier [20][21] and Faced techniques were evaluated on the BioID dataset. The experiments showed that the HOG+SVM performs very well and without errors of face detection. Moreover, in the face verification part, three robust deep CNN architectures called VGG16, FaceNet, and ResNet-50 architectures were used as the face encoding. The experimental results showed that the ResNet-50 and FaceNet performed best and obtained 100% accuracy on the BioID and FERET dataset. Additionally, both architectures achieved very high accuracy on the ColorFERET dataset.

Paper outline: This paper is organized as follows: In Section II, the face verification systems are described in detail. In Section III, three well-known face image datasets are explained. The experimental results of face detection and verification are presented in Section IV. The last section is the conclusion and suggestions for future work.

II. FACE VERIFICATION SYSTEMS

In the following, we describe the face verification systems used in the experiments; the histogram of oriented gradients and linear support vector machine aimed for face detection. Two face encoding methods; FaceNet and ResNet-50, are computed.

A. Face Detection

For face detection, the Viola-Jones face detector [20][21] is a well-known method that was first proposed for object and
then for pedestrian detection. Nowadays, this technique, called Haar-cascade classifier, has become a standard technique for face detection. The Viola-Jones face detector computes feature vector based on the Haar feature. It calculates from the rectangle detector or sub-window. The detector scans through the image. Then, the set of the feature vector is given to the AdaBoost classifier, which is the weak classifier. This approach can process in real-time and get high precision. However, this approach performs not very well on the BioID dataset.

We proposed to use the histogram of oriented gradients and the linear support vector machine, called HOG+SVM, in face detection experiments.

First, the well-known HOG [22] is proposed to compute a feature vector from sub-images that scans over the whole image. With this method, the oriented gradients are computed using a gradient detector. Then the oriented gradients of each sub-image are weight to the orientation bins and used as a feature vector [23]. The gradient detector is calculated as follows:

\[ G_x = I(x + 1, y) - I(x - 1, y) \]  
\[ G_y = I(x, y + 1) - I(x, y - 1) \]

where \( G_x \) is the horizontal and \( G_y \) is the vertical components of the gradients.

The gradient magnitude \( M \) and the oriented gradients \( \theta \) are computed as:

\[ M(x, y) = \sqrt{(G^2_x + G^2_y)} \]  
\[ \theta(x, y) = \tan^{-1}\frac{G_y}{G_x} \]

where \( M(x, y) \) is the gradient magnitude and \( \theta(x, y) \) is the orientation of the gradients at the location \((x, y)\).

Consequently, orientation bins are selected based on oriented gradients. The gradient magnitudes for each oriented gradient are weight and summed up to each orientation bin. Then, the orientation bins for each sub-image are normalized using the L2 normalization.

Second, the support vector machine (SVM) [24] algorithm with a linear kernel is proposed in this paper due to the two-class classification. With the SVM algorithm, the hyperplane, which is the maximum distance to the training points, is used to separate training data. The training points that are closest to the calculated separating hyperplane are called support vectors. So, the best hyperplane is the distance between the closest data points of both classes and the hyperplane [25]. The optimal hyperplane is calculated as;

\[ g(x) = W^T \cdot X + b \]

where \( W \) is the weight vector and \( b \) is the bias. The decision rule is

\[ y = \begin{cases} 1 & \text{if } g(x) > 0 \\ 0 & \text{otherwise} \end{cases} \]

B. Face Encoding

In this research, two deep learning architectures for face encoding; ResNet-50 and FaceNet are proposed as the face encoding.

1) ResNet-50

The residual network architecture, which is a very deep network, was invented by He et al. [27], called ResNet architecture. The deep residual network creates simple stack layers, therefore the network can be set up as 18, 34, 50, 101, and 152-layer. This architecture is quite different from the original convolutional neural network (CNN) that each layer feedforward to the next layer. A deep residual learning block is implemented in the ResNet architecture (see Fig. 1). Hence, each layer allows to feed the output to feed into the next layer and directly into the next 2-3 forward blocks. This architecture known as shortcut connections.

![Fig. 1. The residual network [26].](image)

In this paper, we applied ResNet architecture with 50 layers for the face encoding (called ResNet-50). The lower-level features, which are more specific to the training data, are extracted from the face image. To encode a feature vector; we applied the flattened after the average pooling layer, which is the last layer of the ResNet-50. This architecture encodes 2,048 features and uses them as a feature vector.

1) FaceNet

FaceNet architecture was invented by Schroff et al. [16] to solve the problem of face recognition and clustering. This architecture is invariant to illumination and pose. Firstly, in this technique, the deep CNN architecture, which is inspired by Inception network, is used as a black box. The size of the parameters in FaceNet architecture is 7.5M. The small mini-batch size of around 40 faces per identity (in total, around 1,800 examples) are fed to the deep CNN. These direct to increase convergence while optimizing the network with Stochastic Gradient Descent (SGD).

Secondly, the output from the deep CNN architecture is normalized using L2 normalization and sent to the face embedding process. The embedding process is embeds in a face image into a dimensional space using the Euclidean function. This method guarantees the identity that the face image of person \( A \) is closer to other face images of the person \( A \) than closer to other face images of other persons.

Finally, the triplet selection is the last process of FaceNet. This process is given the face image of person \( A \) to compare other face images from the mini-batch to avoid poor training.
From this process, two parameters are selected, argmax and argmin, which are the hardest positive image of the same person and the hardest negative image of a different person, are selected.

In this paper, we applied FaceNet architecture using Inception network as the core network. This architecture encodes 512 features and used as a feature vector.

### III. FACE IMAGE DATASETS

Many face image datasets were invented for face verification systems. In this paper, we select three face image datasets; the BioID, FERET, and ColorFERET dataset for evaluating the face detection and face verification.

**A. BioID Face Dataset**

The BioID face dataset used in the face detection experiment includes 1,513 frontal view images [27]. In this dataset, the image resolution is 384x286 pixels and stored on the grey level. Additionally, the number of people (subject) used in the face verification experiment is 21 subjects from 1,507 face images. The BioID dataset is shown in Fig. 2(a).

**B. FERET and ColorFERET Datasets**

The face recognition technology (FERET) dataset and ColorFERET were published in 1993 by J. Phillips and P. Rauss [15-16]. These datasets consist of 1,199 subjects, and the total number of the face images is 14,126 images with an image resolution of 384x256 pixels. In our experiments, we have used the FERET and ColorFERET for face verification. As for the FERET dataset, we selected 1,372 images from 196 subjects from the FERET dataset (See Fig. 2(b)). and 3,553 images from 474 subjects from the ColorFERET dataset (Fig. 2(c)).

![Fig. 2. Sample of face images in the (a) BioID, (b) FERET, and (c) ColorFERET datasets.](image)

### IV. EXPERIMENTAL RESULTS

**A. Evaluation Methods**

We have used two methods to evaluate the face verification system. The first evaluation method is face detection accuracy which is given by:

\[
\text{Accuracy} = \frac{\text{Acc}}{\text{Err}}
\]

where

\[
\text{Acc} = \frac{c}{N} \times 100
\]

\[
\text{Err} = \frac{e}{N} \times 100
\]

where \(c\) is the number of the face images after applying face detection method, and \(e\) is the number of the error face images \(N\) is the total number of the face images of the face dataset.

The second method is the accuracy of face verification.

1) We used the cosine similarity function to compare a feature vector extracted from the face image. The most similarity face is given the highest value. Then the correct prediction is that if the label of the highest value is the same as the test image. The cosine similarity function is computed as follows:

\[
\cos(\theta) = \frac{A \cdot B}{\|A\|\|B\|}
\]

where \(A\), \(B\) is the dot product of feature vector \(A\) and \(B\).

2) To calculate the accuracy, the total number of correct predictions is multiplied by 100 and then divided by the total number of faces in the dataset.

**B. Results**

In this section, we show the experimental results of face detection techniques and face verification accuracies of CNN face encoding architectures.

1) Face Detection Results

To illustrate the results of face detection, Fig. 3(a) shows face images cropped so as to leave the entire face visible and Fig. 3(b) shows error due to poor cropping that results in the face being only partly visible. In this paper, when calculating the accuracy of the face detection method, we carefully reject the error face images by calculating the error \(\text{Err}\), as shown in Equation 3.

Table I show the experimental results of four different face detection techniques; HOG+SVM, MMOD-CNN, Haar-Cascade, and Faced techniques. Here, the histogram of oriented gradient combined with the linear support vector machine (HOG+SVM) is the only one face detection method that detects face without any error. The performance of HOG+SVM technique obtained on the BioID face dataset is 99.60%. The accuracy obtained from all face detection techniques was over 90%, except for the Faced technique. The face detection results are shown in Fig. 4.
2) Face Verification Results

For the face encoding techniques, we evaluated the performance of three deep convolutional neural networks, including VGG16, FaceNet, and ResNet-50. The image resolution used in the experiments was 224x224 pixels. In the experiments, the VGG16 extracts the highest feature dimension with 25,088 features, followed by ResNet-50 and FaceNet architectures. The image resolution and size of the feature vector are shown in Table II.

In this paper, we found that HOG+SVM was the best face detection method based on our experiments on the BioID dataset. We then chose the HOG+SVM method for detecting faces from three face datasets: BioID, FERET, and ColorFERET. As a result, the number of face images detects from the BioID, FERET, and ColorFERET were 1,507, 1,372, and 3,553 face images, respectively. This was quite challenging because of the number of subjects in the ColorFERET (474 subjects) was 20 times higher than in the BioID dataset (only 21 subjects). The number of face images and the number of subjects are shown in Table III.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of image</th>
<th>Number of subjects</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BioID</td>
<td>1,507</td>
<td>21</td>
<td>99.74±0.38</td>
</tr>
<tr>
<td>FERET</td>
<td>1,372</td>
<td>196</td>
<td>83.93±0.77</td>
</tr>
<tr>
<td>ColorFERET</td>
<td>3,553</td>
<td>474</td>
<td>74.96±1.26</td>
</tr>
</tbody>
</table>

In this paper, five random fold cross-validations are applied to evaluate the performance of the different face encoding methods. In our experiments, the best deep convolutional neural network (CNN) architecture for face encoding was ResNet-50 and FaceNet architectures because these two architectures obtain an accuracy of 100% on BioID and FERET face datasets. We particularly note that ResNet-50 outperforms other deep CNN architectures when experimenting on the ColorFERET dataset which consists of 3,553 face images with 474 subjects. The ResNet-50 and Facenet architectures had highly accuracies of 99.60% and 99.32%, respectively.

II. CONCLUSION

The key factor in achieving the highest accuracy in face verification systems consists of face detection and the face encoding process. In this paper, we have presented an
effective face verification systems. First, the histogram of oriented gradients method combined with the linear support vector machine (HOG+SVM) was applied as the face detection process. The experimental results showed that the HOG+SVM method outperformed other face detection methods; CNN, Haar-Cascade, and Faced methods. There is no error while detecting faces in the BioID dataset with this method. Second, the FaceNet and the Resnet-50 architectures, which are the deep convolutional neural network (CNN), are proposed to use as the face encoding methods. Surprisingly, these two deep CNN architectures obtained an accuracy of 100% on the BioID and FERET datasets. Moreover, ResNet-50 architecture was slightly better than FaceNet architecture. The ResNet-50 and FaceNet architectures obtain very high verification accuracy on ColorFERET dataset, with accuracy of 99.60% and 99.32%, respectively.
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Many researchers pay attention to training a nonlinear function according to training data because machine learning can represent more flexible function. One of approaches is extend a linear function to a nonlinear function with a kernel method. A typical method is Support Vector Machine (SVM), which is a discriminative model. In SVM, a kernel function is defined previously and you need much knowledge on tasks to choose a good kernel function. Hence, the kernel function selection affect the final performance of SVM are many kernel functions are developed according to each task. Another approach is Gaussian process, which is a generative model. Gaussian process estimate describes a distribution over functions and directly search the optimal function in function space. In SVM, a cost function is defined previously and the optimal parameters are searched with respect to training data. Gaussian process and SVM can construct a nonlinear function and their approaches are different. How are Gaussian process and SVM different in practice? In this paper, we evaluate Gaussian process and SVM with respect to review rating prediction, which is one of natural language tasks. Sentiment analysis research denotes some words contribute to sentiment polarity of a sentence strongly. However, deep learning improves the sentiment analysis adding nonlinear feature construction and it is clear that we have to deal with nonlinearity in sentiment analysis. Moreover, review rating prediction is one of multi-class classifications and the prediction needs more flexibility. Finally, when a review is transformed into a numerical vector with a Bag-of-Words model, the review vector has a very high dimension. Hence, the task have to avoid curse of dimensionality. Kernel trick is a main solution in SVM and a flexible regression function is additional solution in Gaussian process regression.

Abstract—
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I. INTRODUCTION

Many researchers pay attention to training a nonlinear function according to training data because machine learning can represent more flexible function. One of approaches is extend a linear function to a nonlinear function with a kernel method[1]. A typical method is Support Vector Machine (SVM)[2], which is a discriminative model. In SVM, a kernel function is defined previously and you need much knowledge on tasks to choose a good kernel function. Hence, the kernel function selection affect the final performance of SVM are many kernel functions are developed according to each task.

Another approach is Gaussian process[3], [4], which is a generative model. Gaussian process estimate describes a distribution over functions and directly search the optimal function in function space. In SVM, a cost function is defined previously and the optimal parameters are searched with respect to training data.

Gaussian process and SVM can construct a nonlinear function but their approaches are different. How are Gaussian process and SVM different in practice? In this paper, we evaluate Gaussian process and SVM with respect to review rating prediction[5], [6], which is one of natural language tasks. Sentiment analysis research denotes some words contribute to sentiment polarity of a sentence strongly. However, deep learning improves the sentiment analysis adding nonlinear feature construction and it is clear that we have to deal with nonlinearity in sentiment analysis. Moreover, review rating prediction is one of multi-class classifications and the prediction needs more flexibility. Finally, when a review is transformed into a numerical vector with a Bag-of-Words model, the review vector has a very high dimension. Hence, the task have to avoid curse of dimensionality. Kernel trick is a main solution in SVM and a flexible regression function is additional solution in Gaussian process regression.

From evaluational experiments, Gaussian process classification[7] is superior to SVM when there are many training data with respect to a review vector dimension. It means that Gaussian process regression can construct a regression function which can capture characteristics of training data and deal with unobserved data. Gaussian process classification generally needs more computation time than SVM because Gaussian process can estimate a latent structure in training data. Hence, making Gaussian process classification learning to be fast is one of important problems.

This paper is constructed below. In Section 2 we describe the proposed method. Especially, we explain Gaussian process, Gaussian process regression, Gaussian process classification, and review rating prediction. So we give you all element techniques of the propose method. In Section 3 we carry out some evaluational experiments with Amazon product review data set. First, we describe characteristics of Amazon review data set. After then, we execute some experiments and discuss the performance of the proposed method. In Section 5 we
II. REVIEW RATING PREDICTION WITH GAUSSIAN PROCESS CLASSIFICATION

In this section, we describe a Gaussian process classification, which consists of Gaussian process regression and a prediction probability generator. In Figure 1, an architecture of the proposed method is shown.

Moreover, we explain how to apply Gaussian process classification to review rating prediction.

A. Gaussian Process

A Gaussian process is a collection of random variables which have a joint Gaussian distribution. The Gaussian process is defined with its mean function, \( m(\mathbf{x}) \) and covariance function, \( k(\mathbf{x}, \mathbf{x}') \). The functions are defined below.

\[
m(\mathbf{x}) = \mathbb{E}[f(\mathbf{x})] \\
k(\mathbf{x}, \mathbf{x}') = \mathbb{E}[(f(\mathbf{x}) - m(\mathbf{x}))(f(\mathbf{x}') - m(\mathbf{x}'))]
\]

We can write the Gaussian process with the functions.

\[
f(\mathbf{x}) \sim \mathcal{GP}(m(\mathbf{x}), k(\mathbf{x}, \mathbf{x}))
\]

\( f(\mathbf{x}) \) means a random variable at location \( \mathbf{x} \). Because a Gaussian process is defined as a collection of random variables, the Gaussian process can generate other values in the function, \( f(\mathbf{x}) \). It means that Gaussian process can generate a function, \( f(\mathbf{x}) \).

B. Gaussian Process Regression

In linear regression, parameters, \( \mathbf{w} \), are estimated with a cost function, \( F(\mathbf{w}) \), based on training data.

\[
\mathbf{y} = \mathbf{w}^T \phi(\mathbf{x})
\]

\[
F(\mathbf{w}) = \frac{1}{2} \sum_i \| t_i - y_i \|^2
\]

In linear regression, the parameter estimation is a point estimation and the regression function is not enough ability to describe a model for training data set.

One of improved approach is a Bayesian approach, which introduce distributions for the parameters and observations. Now we assume observations are generated by a Gaussian distribution and a prior distribution of the parameters is a Gaussian distribution, too. In this case, we can formalize observation generation below.

\[
p(y|\mathbf{w}) = \mathcal{N}(\mathbf{y}, \Sigma_y)
\]

\[
p(\mathbf{w}) = \mathcal{N}(0, \Sigma_w)
\]

In this case, we can calculate a predictive distribution from the previous settings.

\[
p(y^*|x^*, \mathbf{X}, \mathbf{y}) = \int p(y^*|x^*, \mathbf{w}) p(\mathbf{w}|\mathbf{X}, \mathbf{y}) d\mathbf{w}
\]

\[
p(\mathbf{w}|\mathbf{X}, \mathbf{y}) = \prod_i p(y_i|x_i, \mathbf{w})
\]

Hence, the predictive distribution is a Gaussian distribution, \( \mathcal{N}\left(\frac{1}{\sigma_n^2} \mathbf{x}^T A^{-1} \mathbf{X} \mathbf{y}, \mathbf{x}^T \mathbf{X} A^{-1} \mathbf{X}^T + \frac{1}{\sigma_n^2} \right) \), where \( A = \frac{1}{\sigma_n^2} \mathbf{X}^T \mathbf{X} + \frac{1}{\sigma_n^2} \mathbf{I} \).

Another extension of linear regression is a kernel method. Basically, linear regression function is restricted under a linear function but a model of real data is not restricted. To make the regression function to be nonlinear, the kernel method is introduced.

At first, a basis function, \( \phi(\mathbf{x}) \) is introduced, which maps the input data, \( \mathbf{x} \), into a feature space. For example, when we employ \( \phi(\mathbf{x}) = \{1, \mathbf{x}, \mathbf{x}^2, \ldots\} \), we can construct a polynomial function with an linear regression method. Using the basis function, a predictive distribution is obtained below.

\[
p(y^*|x^*, \mathbf{X}, \mathbf{y})
\]

\[
= \mathcal{N}\left(\phi(\mathbf{x}^*)^T A^{-1} \mathbf{X} \mathbf{y}, \phi(\mathbf{x}^*)^T \Sigma_y \mathbf{X}^T A^{-1} \phi(\mathbf{x}^*)\right)
\]

\[
= \mathcal{N}\left(\mathbf{K}^T \Sigma_y \phi(\mathbf{x}) (K + \sigma_n^2 \mathbf{I}) \mathbf{y}, \phi(\mathbf{x}^*)^T \Sigma_y \phi(\mathbf{x}^*) - \phi(\mathbf{x}^*)^T \Sigma_y \phi(\mathbf{x}) (K + \sigma_n^2 \mathbf{I})^{-1} \phi(\mathbf{x})^T \Sigma_y \phi(\mathbf{x}^*)\right)
\]

Now, we define \( \Psi(\mathbf{x}) = \sum_i \phi(\mathbf{x}) \) and \( k(\mathbf{x}, \mathbf{x}') = \Psi(\mathbf{x})^T \Psi(\mathbf{x}) \). We can rewrite the predictive distribution below.

\[
p(y^*|x^*, \mathbf{X}, \mathbf{y})
\]

\[
= \mathcal{N}(k(\mathbf{x}, \mathbf{x}')) (K + \sigma_n^2) \mathbf{y}, k(\mathbf{x}, \mathbf{x}') - k(\mathbf{x}, \mathbf{x}')(K + \sigma_n^2)^{-1} k(\mathbf{x}, \mathbf{x}')
\]

The result means that you do not need to define the basis function directly to estimate the predictive distribution but we have to define a kernel function, \( k(\mathbf{x}, \mathbf{x}') \).

Some problems are remained by this extension of linear regression. The basis function is determined previously and is not the optimal function for training data set. Gaussian process regression can solve the problem because the Gaussian process regression constructs more flexible regression function.
Now, training data set and test data are \((X, y)\) and test data \(x^*\) respectively. In this case, the training data set and the test data set are generated with Gaussian process regression below.

\[
\begin{pmatrix}
y \\
y^*\end{pmatrix} \sim \mathcal{N}\left(\begin{pmatrix} f(x) \\ f(x^*) \end{pmatrix}, \begin{pmatrix} k(X,X) & k(X,x^*) \\ k(x^*,X) & k(x^*,x^*) \end{pmatrix}\right)
\]

From the joint probability, the predictive distribution is calculates.

\[
p(y^*|x, y) = \mathcal{N}\left(k(x^*, X)k(X,X)^{-1}f(X), k(x^*, x^*) - k(x^*, X)k(X,X)^{-1}k(X,x^*)\right)
\]

In Figure 2, example of Gaussian process regression is shown. In this example, we estimate a cosine function with only 10 observations. Gaussian process regression can predict a mean and a variance and we can discuss confidence of the predictions. For example, high variance means prediction includes much ambiguity.

### C. Gaussian Process Classification

In classification tasks, an outputs is a discrete value, which denote a class data belongs to. On the other hand, an output from Gaussian process regression is a continuous value and is not restricted within the number of the classes. In this section, we focus on a binary classification task and transform the Gaussian process regression into a binary classifier.

To apply the Gaussian process regression to a classification task, we use a squash function, \(\sigma(x)\), which maps a real number into \((0, 1)\).

\[
p(c|y^*) = \sigma(y^*)
\]

A sigmoid function is often employed as the squash function.

Introducing the squash function, a new problem happens, which the predictive distribution is not a Gaussian distribution.

\[
p(c|x^*, X, y, x^*) = \int \sigma(y^*)p(y^*|X, y, x^*)dy^*
\]

\(p(y^*|X, y, x^*)\) is a Gaussian distribution because the distribution is defined with Gaussian process regression but \(p(c|x^*, X, y, x^*)\) is not a Gaussian distribution and is not tractable. To avoid this problem, we employ a Laplace's approximation method.

### D. Review Rating Prediction

Review rating prediction is one of multi-class classification tasks because we predict a review rating from user’s review. The review rating in Amazon is selected from \(\{1, 2, 3, 4, 5\}\) and the user review is written with a natural language.

We transform the user review into a vector with a Bag-of-Words model because of constructing an input vector for Gaussian process classification. Of course, when we construct the review vector, we neglect stop words and less frequent words. The dimension of the vector depends on the size of a vocabulary of whole reviews and the dimension is usually very large.

### III. Experiments

In this paper, we applied the proposed method to some Amazon review datasets, which consists of some product categories because we assume that users’ review styles and review rating criteria changes according to product categories.

### A. Datasets

In this evaluation experiments, we employ four-category product reviews\[8\], \[9\]: Books, Electronics, Video Games, and Clothing, Shoes and Jewelry. We pick up 20,000 reviews for training data and 4,000 reviews for test data for each category at random. The content of the training data and the test data is shown in Table I.

<table>
<thead>
<tr>
<th>Category</th>
<th>Training</th>
<th>Test</th>
<th>Vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Books</td>
<td>20,000</td>
<td>4,000</td>
<td>12,512</td>
</tr>
<tr>
<td>Electronics</td>
<td>20,000</td>
<td>4,000</td>
<td>7,058</td>
</tr>
<tr>
<td>Video Games</td>
<td>20,000</td>
<td>4,000</td>
<td>13,079</td>
</tr>
<tr>
<td>Clothing, Shoes and Jewelry</td>
<td>20,000</td>
<td>8,000</td>
<td>4,906</td>
</tr>
</tbody>
</table>

1. http://jmcauley.ucsd.edu/data/amazon/
TABLE II. DISTRIBUTION OF REVIEW RATING IN TRAINING DATA

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Books</td>
<td>4,964</td>
</tr>
<tr>
<td>Electronics</td>
<td>4,347</td>
</tr>
<tr>
<td>Video Games</td>
<td>4,097</td>
</tr>
<tr>
<td>Clothing, Shoes and Jewelry</td>
<td>4,665</td>
</tr>
</tbody>
</table>

TABLE III. DISTRIBUTION OF REVIEW RATING IN TEST DATA

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Books</td>
<td>1,246</td>
</tr>
<tr>
<td>Electronics</td>
<td>1,136</td>
</tr>
<tr>
<td>Video Games</td>
<td>991</td>
</tr>
<tr>
<td>Clothing, Shoes and Jewelry</td>
<td>1,137</td>
</tr>
</tbody>
</table>

Fig. 4. Review rating distribution in "Book"

training data and test data and it is difficult to predict test data labels with small training data.

A distribution of review ratings are very skew. In Table II, Table III, and Figure 4, the distribution of review rating is shown. Because of skew distributions of training data, it is more difficult to learn a classifier and the classifier causes overfitting easily. For example, because "Books" dataset includes many "5" rating, classifier tends to predict only 5 for all test data. In this case, prediction accuracy achieves about 0.6 and this strategy is better one.

B. Settings

The proposed method includes an important hyper-parameter, a covariance function, and the hyper-parameter is determined previously. In the experiments, the covariance function is defined below.

\[ k(x, x') = \exp \left( -\frac{1}{2} ||x - x'||^2 \right) \]  

(18)

We employed a support vector machine (SVM) as a comparative method because the evaluation experiments are one of classification tasks and SVM is the most famous approach. Additionally, both of the methods are similar and we can compare them easily. SVM consists of a kernel method, which maps input data into a feature space non-linearly, and linear discrimination with a margin maximization criterion. On the other hand, Gaussian process regression consists of nonlinear regression function, which maps input data into a feature space non-linearly, and logistic discrimination. Performance difference is caused by architecture difference. Especially, it is nonlinear mapping from an input space to a feature space non-linearly.

In SVM, we use an RBF function as a kernel function. The RBF kernel is similar to the covariance function in Gaussian process classification (Equation (18)). In this experiments, we employ scikit-learn python module to use SVM.

Both of the methods are a binary classifier and they are not applied to multi-class classification tasks directly. We employed the 1-versus rest strategy to extend the binary classifier for multi-class classification tasks.

C. Results

1) Experiment 1: We discuss performance of the proposed method and SVM according to the size of training data. In product category including a large vocabulary, review vectors are embedded in high dimensional input space. In this case, curse of dimensionality tends to happen in high dimensional space. For example, we need a large training data to construct an appropriate classifier because many data is not related each other. In Table IV, the content of training data is shown. In this dataset, the dimension of a review vector is over 10,000 and the dimension of input space is very large.

In Table V, the performances are shown. As the size of training data increases, the proposed method improved the accuracy faster than SVM. When the size of training data is small, the coverage of training data in an input space is small and each training data is uncorrelated. It means that training data does not contribute to estimation of test data and it is difficult to map test data into the feature space with Gaussian process regression. Hence, as the size of training data increases, the Gaussian process regression is improved and the mapping is correct.

2) Experiment 2: We discuss performances according to product categories. Considering the result of Experiment 1 and computational cost, we determine the size of training data as 8,000 and test data as 2,000 respectively. Using 8,000 training data, the proposed method is comparative with SVM. In Table VI, the content of training data is shown. "Electronics" and "Clothing, Shoes and Jewelry" are smaller input spaces but "Video Games" is a larger input space.

In Table VII, performances are shown.
TABLE VII. PREDICTION ACCURACY WITH RESPECT TO PRODUCT CATEGORY

<table>
<thead>
<tr>
<th>Dataset</th>
<th>The proposed method</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronics</td>
<td>0.601</td>
<td>0.583</td>
</tr>
<tr>
<td>Video Games</td>
<td>0.516</td>
<td>0.527</td>
</tr>
<tr>
<td>Clothing, Shoes, and Jewelry</td>
<td>0.595</td>
<td>0.578</td>
</tr>
</tbody>
</table>

TABLE VIII. CONFUSION MATRIX FOR "CLOTHING, SHOES, AND JEWELRY" WITH THE PROPOSED METHOD

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>112</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>3</td>
<td>10</td>
<td>110</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>6</td>
<td>41</td>
<td>168</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>47</td>
<td>330</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>1156</td>
</tr>
</tbody>
</table>

TABLE IX. CONFUSION MATRIX FOR "CLOTHING, SHOES, AND JEWELRY" WITH SVM

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>132</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>122</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>196</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td>361</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1133</td>
</tr>
</tbody>
</table>

In Table VIII and IX, confusion matrices for the proposed method and SVM in "Clothing, Shoes, and Jewelry" dataset. The confusion matrices denote Gaussian process classification can predict correct review rating for less reviews in training data set. A classifier tends to predict major raging in training data for test data set because a cost function, which is employed in learning step decreases. In Table IX, SVM can predict many 5 ratings and for 5 rating reviews SVM achieves highest accuracy. However, from the viewpoint of whole test data set, Gaussian process classification is superior to SVM.

When training data can cover an input space, the proposed method is superior to SVM. The results mean that Gaussian process regression can construct a better mapping function from an input space to a feature space depending on training data.

D. Discussions

Both of SVM and Gaussian process classification map input data into high dimensional feature space with a kernel method and construct a linear discriminative function and a nonlinear regression function respectively. Basically, Gaussian process classification is superior to SVM because of nonlinear mapping according to training data distribution. On the other hand, when there are not enough training data, it is difficult to construct appropriate nonlinear regression in Gaussian process classification. It causes that the performance in Gaussian process classification decrease more than in SVM.

Gaussian process classification can construct appropriate classifier regardless of training data set bias. Of course, when there are less training data set with respect to input space dimension, Gaussian process classification does not achieve good accuracy. However, when there are enough training data set, Gaussian process classifier can construct an appropriate nonlinear regression function and improve generalization for unseen data. I think this characteristics is caused by nonlinear regression function construction according to training data. In SVM, a kernel function is predefined one but Gaussian process classification optimizes the regression function according to training data set.

Gaussian process classification need more computational time than SVM because Gaussian process classification optimizes the latent structure and employs Laplace’s approximation. We have to discuss relation between computational time and prediction accuracy in future.

IV. Conclusions

We propose review rating prediction with Gaussian process classification and compare the proposed method with SVM. From evaluational experiments, we confirmed that Gaussian process classification is superior to SVM with respect to prediction accuracy. Especially, Gaussian process classification can consider less rating data in training data is paid attention to. When there are enough training data with respect to input space dimension, Gaussian process classification can construct a better regression function which can obtain characteristics of training data. On the other hand, in all cases, Gaussian process classification needs more learning time than SVM because Gaussian process classification need to model a latent structure in training data, which denotes a regression function. Moreover, Gaussian process classification need Laplace’s approximation to describe a Gaussian distribution of the final prediction. Especially, the later approximation is important to evaluate a prediction from a classifier but in simple classification tasks, it is sometimes meaningless process.

In future works, we have to make learning to be fast introducing more approximations. For example, Gaussian process need to calculate a inverted covariance matrix. The computation cost is equal to $O(n^3)$, it means that as training data, $n$, increases as computational time increase by $n^3$. To avoid this computational cost, we can approximate the covariance matrix with smaller covariance matrix. However, because the approximation affects the performance of the final prediction directly. Hence, we need more discussion of the approximation. In another future work, we apply the proposed method to other reviews generated from other product categories. Product reviews have some characteristics with respect to product categories. Hence, we have to discuss coverage of the proposed method.
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Predictive Analytics of Various Factors Influencing Gold Prices in Thailand using ARIMA Model on R Programming Language

Abstract—Predictive analytics of numerous factors influencing gold prices in Thailand is a significant topic to study because gold is a precious metal that can grow the world economy. The purpose of this study is to predict gold prices in Thailand based on various factors by means of Autoregressive Integrated Moving Average (ARIMA) models in R programming language. The influencing factors to predict the gold prices are: spot gold, consumer price index, exchange rate, gold prices in Thailand, inflation rate, stock exchange of Thailand index, interest rate and crude oil price. This study uses monthly data from several sources; world gold council, bank of Thailand, gold traders’ association and U.S. energy information administration during 2009 to 2018. The experimental results through comparing different ARIMA models provide the most accuracy that returned the validated value via RMS, MAPE, and U as 0.66, 9.12, and 0.1 respectively.

Keywords—predictive analytics, gold price, ARIMA, R programming language

I. INTRODUCTION

For many decades, gold is always a potential metal that can impact on world economy growth. Changes in gold prices have an effect on the daily global economy until forecast in the future. In 2017, 52.85 percent of gold was used in the jewelry industry, 30.10 percent for investment sector, 9.03 percent is accounted for international reserves of central banks around the world and other industries with 8.02 percent [1]. Stockholders and investors are the very large group who pay more attention to gold investment because the gold is a highly secure asset that they have gained the absolute returns with high liquidity. Although, the gold is considered as a highly secure asset to invest on, however, entering into the gold market is not out of risks, since predicting the price of gold requires many influencing factors that is inconsistent to analyze before investing. Therefore, this research presents the predictive analytic of various influencing factors that are reviewed and updated from most recent studies found of gold prices in Thailand using ARIMA model in R programming language. The study uses monthly data from many different sources during 2009-2018.

ARIMA model is well known in particular time series analysis in statistics and econometrics. Time series is information that changes with time, which constantly collecting observations that can be used to predict trends. The trends could provide changes information in terms of up and down like the information about the price of gold that is fluctuated. To achieve the purpose of this study, there are 2 objectives perform in this paper; (1) to study and analyze numerous factors that influencing Thailand gold prices and collect them for predictive analytics. (2) To compare the predictive analytics of Thailand gold prices from those factors with various ARIMA models in R programming language. This paper structures as follows. Section 2 mentions related work. Section 3 addresses through software implementation methods. Section 4 presents the analysis and result of this research. The remains are conclusion, future work, and references.

II. RELATED WORK

A. ARIMA Model in Gold Price Predictive Analytics

Gayosornpratoom [2] compared the accuracy in gold price forecasting between three models. These are neural networks, ARIMA and GARCH – M models. The results are shown that the most accurate model of gold price forecasting is the ARIMA model. The other works brought ARIMA model to gold price predicting experiments are as follows. Chotiprapa [3] used Box-Jenkins process to align the same subject that forecast gold price in Thailand. The paper represented the ARIMA model and applied to ARIMAX model comparison. When considered to the RMSE values, they found that ARIMA model and ARIMAX model gave the same accuracy predictions. In particular investigation more inside of ARIMA model [4], they concluded that after stationary process which is contained the data at first difference. Software names Eviews which is executed for fitting the model’s coefficient, using several graphs, concerned statistics, computing of ACFs (complete auto-correlation function) and PACFs (partial auto-correlation function) of residuals and after several iterations, the model selected is ARIMA (0,1,1). Colwell [5] used five models for predicted gold price in USA are actual, auto ARIMA, manual ARIMA, time series decomposition and exponential smoothing state space model. While they compared the forecasting performance using the Mean Absolute Percentage Error (MAPE), it was found that the auto ARIMA model was the most efficient model for forecasting. Guha and Bandyopadhyay [6] focused on ARIMA model in gold price forecasting domain as well. The content concerns to the performance analysis from data preceding 10 years traded value with ARIMA (1, 1, 1) model in predicting the future values of Gold. It consists of six different model parameters which satisfied all the criteria of fit statistics. Yang [7] applied ARIMA model to predict the international gold price as well. The results are indicated the true gold price forecasted.
To summarize about the gold price which has an outstanding characteristic that appropriated to time series and dealt with seasonal component. ARIMA is an effective model to predictive gold price analysis. Moreover, measuring forecasting accuracy has several ways; in our case, we use Root Mean Square Error (RMSE) to validate in the first step, and the other two formulas are Thiel’s Inequality Coefficient (U), and Mean Absolute Percentage Error (MAPE). Regarding to predictive analytics of gold prices purpose, many factors are potential to evaluate, we explain in the subsection B below.

B. Verious Factors in Gold Price Predictive Analytics

The researchers first reviewed previous studies regarding factors influencing gold prices and found out 10 relevant factors. There are spot gold, consumer price index, exchange rate, gold prices in Thailand, inflation rate, crude oil price, stock exchange of Thailand index, interest rate, international gold reserve, and silver metal prices. The researchers selected 8 from 10 factors by considering the frequency of studies for each factors at least 3 times from different researchers. The international gold reserve, and silver metal prices are disregarded from this study since the frequency found from different researchers are less than 3. TABLE I shows the literature review result about various factors influencing gold price.

<table>
<thead>
<tr>
<th>Ref No.</th>
<th>Factors Influencing Gold Prices in Thailand</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]</td>
<td>Spot Gold, CP, EX, INF, SET, Interest rate, Crude Oil Price</td>
</tr>
<tr>
<td>[9]</td>
<td>Spot Gold, CP, EX, INF, SET, Interest rate, Crude Oil Price</td>
</tr>
<tr>
<td>[10]</td>
<td>Spot Gold, CP, EX, INF, SET, Interest rate, Crude Oil Price</td>
</tr>
<tr>
<td>[12]</td>
<td>Spot Gold, CP, EX, INF, SET, Interest rate, Crude Oil Price</td>
</tr>
<tr>
<td>[14]</td>
<td>Spot Gold, CP, EX, INF, SET, Interest rate, Crude Oil Price</td>
</tr>
<tr>
<td>[16]</td>
<td>Spot Gold, CP, EX, INF, SET, Interest rate, Crude Oil Price</td>
</tr>
<tr>
<td>Total</td>
<td>3 3 4 3 3 3 3 4</td>
</tr>
</tbody>
</table>

III. METHODOLOGY

This section addresses the methodology of the research, system architecture, workflow of algorithm, and type of input.

A. System Architecture and Machine Specification

According to system architecture as shown in Fig 1. The overview displays for predicting gold price process in Thailand of this research. The procedure starts from an acquisition of data. The researchers extracted the data from several sources; world gold council, bank of Thailand, gold traders’ association and U.S. energy information administration.

B. Operating of Data Processing using ARIMA model

We have separated the total of 10 years data to 7 years for training and 3 years for validation. Next, the data are transformed to numeric for loading into ARIMA model through R Studio. The inputs include 8 factors influence the gold price in Thailand, which is recorded as a comma-separated values (CSV) file format. The output of this process is predicting result of gold price in Thailand for 36 months.

The predictive analytics was performed by machine specification; processor: Intel(R) Core (TM) i7-6500U CPU @ 2.50GHz with 2.60 GHz, system type: 64-bit operating system, x64-based processor, installed memory (RAM): 8.00 GB, and software: R 3.5.3 and R Studio 1.2.1335.

C. Dealing with Various Input Datasources

The predicting data of 8 factors: spot gold, consumer price index, exchange rate, gold prices in Thailand, inflation rate, stock exchange of Thailand index, interest rate and crude oil price as shown in TABLE II. There were total 672 data used for learning models, which is monthly from 1 January 2009 until 31 December 2015 as shown in Fig 3. Another group of data has been used for testing the accuracy of the gold price data in Thailand from 1 January 2016 to 31 December 2018.

Before we merge 8 input data in example of table 2 which are located in the grey shade header columns. We have.

Fig. 2. Research process of predicting gold prices in Thailand by ARIMA

![Fig. 2. Research process of predicting gold prices in Thailand by ARIMA](image)

Fig. 3. Monthly gold price from 2009 to 2015

![Fig. 3. Monthly gold price from 2009 to 2015](image)
categorized the date to many types of date-time, e.g., season, order number of interested year that starts from index 0-n, month, and merged to concerning data set, such as, SET, crude oil price and exchange rate.

D. ARIMA Algorithm

There is a procedure in the proposed ARIMA model. In the first phase, this model is suitable for modeling the linear data of time series as shown in Fig 4, which adapted from [17]. The rule is considered the ARIMA models’ residuals are homoscedastic. We can explain in detail with the implementation process with R in 6 steps as Fig 5.

Step 1: Explore the data by plot() and examine its patterns and irregularities and clean up any missing values or outliers with tslean() function that is a convenient method for inputting missing values and outlier removal.

Step 2: Examine and possibly remove components of the series by decompose() or stl().

Step 3: Investigate by condition if the data is stationary or non-stationary. ACF, PACF are plotted to determine order of differencing needed by adf.test().

Step 4: Examine ACF and PACF plots for selecting an order of the ARIMA.

Step 5: Used ARIMA modelling in R through the arima() function, or auto.arima() that is an automatically generate a set of optimal (p, d, q).

Step 6: Deal with residuals, which should have no patterns and be normally distributed and refit model if desirable.

Compare model errors and fit criteria such as AIC or BIC. After that calculate prediction using the chosen model.

After do the ARIMA model in R, we have analyzed the result with the other 4 steps as the four blue arrows in Fig 5.

E. Assessing the Fit of Regression Models

This subsection shows three metric methods for ARIMA model assessment as follows; RMSE, MAPE, and U.

- **Root Mean Square Error (RMSE)**
  RMSE is a value that shows the tolerance between the estimated value from the model and the actual data value. If the RMSE is near zero, this model has a small discrepancy and can be used to properly represent the actual data.
\[ RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (\hat{Y}_t - Y_t)^2} \]  

\( \hat{Y}_t \) is an estimate from the model.  
\( Y_t \) is the real value, the real data.

**Mean Absolute Percentage Error (MAPE)**

MAPE is a precision measurement tool for determining the time series that is statistically appropriate. It will show the percentage value. If the value is low, it shows that it is highly accurate. There are measurement criteria as follows [18]:

Very accurate in forecasting: MAPE less than 10%  
High predictive accuracy: MAPE between 10% - 20%  
Medium predictive accuracy: MAPE between 20% - 50%  
Little predictive accuracy: MAPE over 50%

\[ \text{MAPE} = \frac{\sum |A_t - F_t|}{N} \times 100 \]  

\( F_t \) is the forecast for the period of time \( t \)  
\( A_t \) is the actual value during the period \( t \)  
\( N \) is the amount of data

**Theil’s Inequality Coefficient (U)**

\[ U = \frac{\frac{1}{n} \sum_{t=1}^{n} (\hat{Y}_t - Y_t)^2}{\frac{1}{n} \sum_{t=1}^{n} Y_t^2 + \frac{1}{n} \sum_{t=1}^{n} (\hat{Y}_t)^2} \]  

IV. ANALYSIS AND RESULTS

In this section, we explain the results of our research. Start from the process of converting data to stationary state which is returned the result by plotting the data, seasonal, trend, and remainder to stationary phase.

According to data management, Fig 6 is displayed the first process of data management including gathering data, transforming data, and then load. The result of this state shows 4 stacks of graph from converting data to stationary. From top, ‘data’ graph is a graph that represents the time series of data to be forecasted. The second part is the ‘seasonal’ graph which is the graph of data classification into seasonal in order to bring the data to trend. The third part is the trend graph. The final is ‘remainder’ by adding an overview of the gold price, how the price is moving and to eliminate the abnormal data.

Fig 8 displays the movement of gold price in Thailand from the forecast. The black line represents the actual gold price. A divergent blue line shows the prediction of gold price. We can compare to Fig 9 in detail of gold price prediction in Thai Baht (axis-x) and Month (axis-y).
Fig. 9. Thailand gold price and prediction by monthly data between 2016-2018

Based on ARIMA model, TABLE III displays the error of predictions. When considering with RMSE, ARIMA (2,0,1) had the least error. However, considering with MAPE and U, ARIMA (2,0,0) had the least error. And ARIMA (1,0,0), ARIMA (1,0,1) cannot predict.

**TABLE III.** COMPARISON BETWEEN VARIOUS MODEL INDICATORS

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
<th>MAPE</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA (1,0,0)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ARIMA (2,0,0)</td>
<td>2.3333</td>
<td>9.12</td>
<td>0.1045</td>
</tr>
<tr>
<td>ARIMA (3,0,0)</td>
<td>0.9093</td>
<td>10.45</td>
<td>0.1148</td>
</tr>
<tr>
<td>ARIMA (1,0,1)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ARIMA (2,0,1)</td>
<td>0.6588</td>
<td>10.70</td>
<td>0.1169</td>
</tr>
<tr>
<td>ARIMA (3,0,1)</td>
<td>-20.83</td>
<td>28.84</td>
<td>0.3254</td>
</tr>
<tr>
<td>ARIMA (1,1,0)</td>
<td>11.2342</td>
<td>11.95</td>
<td>0.1268</td>
</tr>
<tr>
<td>ARIMA (2,1,0)</td>
<td>11.5567</td>
<td>12.30</td>
<td>0.1304</td>
</tr>
<tr>
<td>ARIMA (3,1,0)</td>
<td>11.3382</td>
<td>12.09</td>
<td>0.1284</td>
</tr>
<tr>
<td>ARIMA (1,1,1)</td>
<td>11.5844</td>
<td>12.33</td>
<td>0.1306</td>
</tr>
<tr>
<td>ARIMA (2,1,1)</td>
<td>11.4601</td>
<td>12.21</td>
<td>0.1295</td>
</tr>
<tr>
<td>ARIMA (3,1,1)</td>
<td>11.3814</td>
<td>12.13</td>
<td>0.1287</td>
</tr>
<tr>
<td>ARIMA (4,1,1)</td>
<td>15.5654</td>
<td>15.88</td>
<td>0.1602</td>
</tr>
<tr>
<td>ARIMA (5,1,1)</td>
<td>13.5508</td>
<td>14.07</td>
<td>0.1454</td>
</tr>
<tr>
<td>ARIMA (6,1,1)</td>
<td>13.1155</td>
<td>13.69</td>
<td>0.1422</td>
</tr>
<tr>
<td>ARIMA (7,1,1)</td>
<td>13.1107</td>
<td>13.68</td>
<td>0.1424</td>
</tr>
<tr>
<td>ARIMA (8,1,1)</td>
<td>19.063</td>
<td>19.06</td>
<td>0.1889</td>
</tr>
<tr>
<td>ARIMA (9,1,1)</td>
<td>19.3263</td>
<td>19.3263</td>
<td>0.1912</td>
</tr>
</tbody>
</table>

When we compare Fig.8 with the detail of gold price by select the 80% of prediction to do an assessment phase, we found that ARIMA (2,0,0) has the most accuracy compared to other models. We found that ARIMA (2,0,0) has the smallest tolerance measured from MAPE and U. The results of assessment phase can be described as follow:

**RMSE** is a value that shows the error between the estimated values from the model and the actual data values. If the RMSE value is close to zero, it means that this model has a few mistakes. It can be used to represent real data in the future. The results are in Fig 10 which (2,0,1) is the lowest RMSE as 0.66.

**Fig. 10.** RMSE

**Fig. 11.** MAPE comparison chart

Fig 11. is shown the model testing, it was found that the model with the lowest value. The top three are ARIMA (2,0,0) ARIMA (3,0,0) ARIMA (2,0,1) value are 9.12, 10.45 and 10.70 respectively. We checked only these values because from the value ARIMA(4,1,1) to ARIMA(9,1,1) is not accurate as in Table III.

**Fig. 12.** U comparison chart

Fig 12 From the tests we found that the model with the top three lowest values are ARIMA (2,0,0) ARIMA (3,0,0) ARIMA (2,0,1) which are 0.1045, 0.1148 and 0.1169.
V. CONCLUSION

This study predicted the gold prices in Thailand based on various factors by ARIMA models in R programming language. The study found the most accurate and appropriate model for predicting with monthly time series as following results; ARIMA (2, 0, 0) appears to be the best model for predicting while ARIMA (3,0,0), ARIMA (2,0,1) has the second and third accuracy values. The models were assessed which, revealed the less error within acceptable criteria. This means that the result is satisfactory and acceptable. Future work is to predict the gold prices with GARCH model to compare ARIMA model performances for implementing of data visualization report.
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Abstract— This research aimed to analyze and design an alerting system for spread of Brown planthoppers in paddy using unmanned aerial vehicle and image processing technique. The research included reviewing and collecting data, designing unmanned aerial vehicle control system, testing flying system, designing color detection and comparing efficiency. To design color detection, image processing technique was employed. The research procedures consisted of receiving data, using 10 fps of an image of 640 x 480 pixel in a form of RGB and converting an image to HSV to adjust color values. The image was delivered to an inspection of images detected using Threshold. It could be summarized that the system could detect rice pests. Of the 50 tests, it was found that the difference of brown color was at 1.40%, of white color was at 0.73% and of yellow color was at 0.00% in the paddy fields with rice pests. In addition, the error of brown color was at 0.01%, of white color was at 0.05% and of yellow color was at 0.00% in the paddy fields without rice pests.

Keywords— Spread of Brown planthoppers, Unmanned Aerial Vehicle, Image Processing Technique

I. INTRODUCTION

Rice is a very important economic crop in Thailand as it is the main crop for the whole country and is the exported agricultural product earning not less than 1,40 billion baht each year to the country (Office of Agricultural Statistics, 2013). As the price of rice has steadily increased since 2007, it is an incentive for farmers in irrigation areas to have more demand for rice production. Since the area is limited, farmers have a way to increase rice production per year by planting rice several times in a year, resulting in an increase of growing areas for off-season rice from 9 million rai in 2016 to 14 million rai in 2012 [1].

Nowadays, farmers in the central lowlands plant rice three times a year instead of 2-4 times a year. Planting rice is monoculture which requires large area. Rice is planted repeatedly and continually on the same area, leading to inevitable pest outbreaks. The pest classified as a serious problem of rice is Brown planthoppers [2]. It is found that there has been an outbreak since 1974 and the outbreak has become intensified and difficult to control, respectively. Especially in the off-season rice period from November 2009 to 2010, there has been a severe outbreak in the central region where more than 2.38 million rai were affected[3]. Brown planthoppers, both larvae and adult larvae, will destroy rice plants by absorbing nutrients in the tube of rice stalk, causing the leaves and stalks burnt, known as Hopper Burn. This causes rice plants to eventually die as shown in Figure 1.

Formerly, the use of resistant rice varieties such as Pathum Thani 1 could effectively resist Brown planthoppers. However, planting such resistant rice varieties for a long period of consecutive seasons could cause Brown planthoppers to adapt themselves and eventually could destroy paddy fields [2].

Figure 1. Paddy fields destroyed by Brown planthoppers
II. RELATED WORK AND THEORIES

A. Concept of Digital Image Processing

- Basic Knowledge of Digital Image Processing

Digital images are images converted from analog data to digital data using Sampling and Quantization techniques for computer processing. A digital image is defined by two-dimension function f(x,y). The value of x, y and f(x,y) are limited values. Any x, y on an image is called Pixel. The value of f(x,y) is color intensity of that pixel. Humans use eyes as one of the important media for perceiving data around themselves. Eye receive data as images before processing them in the brain. Therefore, if a computer is able to perceive data as images via a video camera and process such images at the processing system, it will be another stage of computer’s potential development.

Grayscale Image is an image stored by using a format of a 2D array. The value stored is in a certain range where the level of color depends on the size of the bit that stores color value.

- Threshold

Threshold is a value used to divide grayscale system into two levels consisting of white and black. It is used for separating an image part from a background according to color intensity compared to threshold value. If the color value of that image is lower than the threshold value specified, that point will be represented by black level. If the color value of that image is greater than the threshold value, that point is represented by white level as in Figure 2.13. Using the threshold value to find objects within an image is suitable for an image containing objects clearly different from the background. When considering a histogram, there will be a clear difference in height value.

Grayscale is a color system in which each image point is represented by a color level from white to black, depending on color intensity from RGB color system. Grayscale system has color values that can be represented by 1-byte or 8-bit data providing 256-level resolution. The equation is as follows.

\[ \text{Grayscale} = 0.11 \ast B + 0.59 \ast G + 0.30 \ast R \] (3)

III. PROPOSE METHODOLOGY

The procedures are divided into 7 steps as shown in the following diagram.

Figure 2. Coordinates of digital image system

Figure 3. Grayscale image

Figure 4. Sample of converting colored image to grayscale image

Figure 5. Converting grayscale image to black and white image

Figure 6. Flowchart
According to Figure 6 Flowchart, the procedures are as follows.

Step 1 Study and investigate data: From the beginning, it is found that there is a necessity of study extensive data starting from looking at the important problem in Thailand. Such problem is an agricultural problem, especially rice farming and rice products. After that, the existing and newly-developed solutions to problems as well as technologies that can be beneficially developed are explored.

Step 2 Collect data: After studying the data, all relevant data was collected for designing and controlling unmanned aerial vehicle.

Step 3 Design control system of Parrot AR. Drone: Design and control system are important as it enables AR. Drone to work efficiently. Flying directions are controlled including taking off/landing, left rotating, right rotating, moving forward, moving backward, moving up, moving down and switching a camera, taking photos and checking batteries.

Step 4 Flying test: From Step 3, the researcher tested flying using direction control buttons specified. If there was an error, it would return to solve such error in step 3. If the flight control was normal, it would enter the design phase of color detection system.

Step 5 Design color detection system: In this step, image processing principle was employed to detect colors of different rice leaves. The threshold values were applied to separate different colors to identify status of rice leaves, showing whether they were normal or they had rice pests. If so, what rice pests they had.

Step 6 Test of color detection system: Different rice leaves were tested to detect different color values. If the system could not detect any colors, the color detection system must be re-designed. If the system could detect color, it would proceed to a comparison of efficiency phase.

Step 7 Compare efficiency: Image processing was employed to compare efficiency of individual status. The results could identify rice leaves in which areas had rice pests and could reveal rice pests accordingly.

A. Design of Color Detection System Display

Designing color detection system in paddy fields which is a process that processes photos taken by unmanned aerial vehicle in image processing. The procedures are as follows.

- Data reception

In the detection system, a video or an image from an unmanned aerial vehicle camera is received, it is necessary to separate the video into frames in order to detect each frame for rice diseases. It depends on a Frame Rate used to record. In this study, 10 Frames per second (fps) was employed. That is, 10 images can be separated in 1 second. The image size is 640x480 pixel based on the size of video file. The images received from separating frames or from a camera would be in RGB images.

- Image conversion

It is a conversion of an RGB color image to an HSV image so that it is convenient for the adjustment of color values as shown in (1)(2)(3)

\[
\begin{align*}
\text{red}_h &= \text{red} - \min(\text{red}, \text{green}, \text{blue}) \\
\text{green}_h &= \text{green} - \min(\text{red}, \text{green}, \text{blue}) \\
\text{blue}_h &= \text{blue} - \min(\text{red}, \text{green}, \text{blue})
\end{align*}
\]  

- Saturation is color purity. If Saturation is equal 0, the color will not have Hue. It can be calculated as follows.

\[
\text{Saturation} = \frac{\max(\text{red}, \text{green}, \text{blue}) - \min(\text{red}, \text{green}, \text{blue})}{\max(\text{red}, \text{green}, \text{blue})}
\]  

- Value is color brightness which can be measured by the intensity of brightness of each color. It can be calculated from

\[
\text{value} = \max(\text{red}, \text{green}, \text{blue})
\]

- Inspection of detected images

It can be proceeded by setting the threshold values. After receiving the area of detected image, such area is cut off to re-check whether it shows rice diseases in paddy fields or not. For inspection, the cut image is proceeded through the threshold color image with a value of 100. The image in each Color Channel will go through Threshold to adjust colors to have more prominent color characteristics. Unclear colors are deleted.

Then, the image is brought to separate its color values in each Color Channel. The values with bright color including red, green, and blue are adjusted to be black. The image does not contain any white parts. After that, red, green and blue pixel values are counted to calculate the values necessary for rice disease detection system, using various image processing techniques. The following values are applied.

- Percentage of brown, white and yellow pixels per total number of pixels has the following formula:
\[
\text{Brown}[] = \left( \frac{\text{Brown \_pixel}}{\text{All \_pixel}} \right) \times 100 \\
\text{White}[] = \left( \frac{\text{White \_pixel}}{\text{All \_pixel}} \right) \times 100 \\
\text{Yello}[] = \left( \frac{\text{Yello \_pixel}}{\text{All \_pixel}} \right) \times 100
\]

- Percentage of different color pixels per total number of brown, white and yellow pixels has the following formula:

\[
\text{Brown \_c}[] = \left( \frac{\text{Red \_pixel}}{\text{Color \_pixel}} \right) \times 100 \\
\text{White \_c}[] = \left( \frac{\text{White \_pixel}}{\text{Color \_pixel}} \right) \times 100 \\
\text{Yello \_c}[] = \left( \frac{\text{Yello \_pixel}}{\text{Color \_pixel}} \right) \times 100
\]

- The ratio of different colors to the number of pixels of others colors has the following formula:

\[
\text{Brown \_ratio} = \left( \frac{\text{Brown \_pixel}}{\text{White \_pixel}} \right) \times 100 \\
\text{BY\_ratio} = \left( \frac{\text{Brown \_pixel}}{\text{Yello \_pixel}} \right) \times 100 \\
\text{Yello\_ratio} = \left( \frac{\text{Yello \_pixel}}{\text{White \_pixel}} \right) \times 100
\]

The color values of rice diseases in paddy fields can be identified by collecting a large number of images of each pest types in different conditions of light, colors and sizes. All values are calculated as shown above and statistics are collected to find outstanding color characteristics of paddy fields by considering the characteristics of each image type. The details are as follows.

- Brown planthopper is an image consisting of brown, white and yellow parts in the ratio of brown and white to the whole area. The ratio of both brown color and white color must always be greater than yellow color. However, there shall be some white color.

- Rice leaffolder is an image mainly consisting of brown color and white color. Therefore, rice leaffolder has the white color which is more outstanding than other colors, which is about 80% of the total paddy fields. It may consist of some brown color or yellow color.

Different types of pests are grouped and testes with video samples in order to check the data efficiency collected until the right values are retrieved. The error images which are not images of pests in paddy fields are filtered out. Then, the values of position of the filtered images are returned to the display.

- Summary of rice diseases in paddy fields

When positions, sizes and image types are identified, the images are analyzed and displayed in a form of percentage of damage of paddy fields which will be used to find ways to prevent the occurrence of rice pests to prevent further damage.

IV. THE EXPERIMENTAL AND RESULT

The researcher tested the color differences of paddy fields by using image processing to reduce damage to paddy fields caused by pests. The researcher also tested the efficiency of color difference detection program of rice leaves in paddy fields in order to investigate the occurrence of brown planthopper and rice leaffolder problems in paddy fields.

The first step was to test the system with a model. When the desired results were achieved, the actual location was tested with 2 types of paddy fields as follows.

- Test of paddy fields without rice pest problems
- Test of paddy fields with rice pest problems

A. Test of paddy fields without rice pest problems

According to the test of efficiency of the color difference detection program used with paddy fields without rice pest problems, the results are as follows.

- The results of system when tested in paddy fields without rice pest problems

Based on the test of 50 images of paddy fields without rice pest problems, it was found that brown color value had error at 0.01% of the total area. The error value was caused by the environment where it had brown color, resulting in similar color of brown planthoppers. The brown color included ground, watercourse and noise of image.

The error value of white color was at 0.05% of the total area. The error value was caused by colors similar to the color of rice leaffolder including the reflection of rice leaves and noise of image.

There was no error value of yellow color. The error value was at 0.00%.

<table>
<thead>
<tr>
<th>Actual image</th>
<th>Brown color value</th>
<th>White color value</th>
<th>Yellow color value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01%</td>
<td>0.13%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.03%</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.01%</td>
<td>0.13%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.03%</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.01%</td>
<td>0.13%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.01%</td>
<td>0.03%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>0.01%</td>
<td>0.01%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

2. Test of paddy fields with rice pest problems

According to the test of efficiency of the color difference detection program used with paddy fields with rice pest problems, the results are as follows.

The results of system when tested in paddy fields with rice pest problems
Based on the test of 50 images, it was found that the difference value of brown color was at 1.40%, of white color was 0.73% and of yellow color was at 0.00%. According to these values, it was found that the program could detect values of rice leaves containing rice diseases. That is, the rice leaves in the experimental areas with brown color had the characteristics that matched brown plant hopper problem as hypothesized. The rice leaves in the experimental areas with white lines, especially at the tip of the leaves which is different from the rice leaves in the normal condition which had green color and the rice leaves in the condition of brown plant hoppers which had brown color. Therefore, such paddy fields had the characteristics corresponding to rice leaffolder problem as hypothesized.

V. CONCLUSION

The development of an alerting system for spread of brown plant hoppers in paddy fields using unmanned aerial vehicle and image processing technique aimed to analyze and design an alerting system for spread of brown plant hoppers in paddy using image processing technique and unmanned aerial vehicle. The system tested in paddy fields without rice pest problems and paddy fields with rice pest problems. It was found that the system did not detect brown planthopper and rice leaf folder problems in paddy fields without rice pest problems. The error value was at 0.01% with the characteristics that matched brown plant hoppers. It also detected brown planthopper problems with the error value at 1.40%. Therefore, the system could evaluate damage caused by rice pests.

<table>
<thead>
<tr>
<th>Actual image</th>
<th>Brown color value</th>
<th>White color value</th>
<th>Yellow color value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.62%</td>
<td>0.11%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>3.01%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>1.27%</td>
<td>0.20%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>1.54%</td>
<td>0.05%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>1.38%</td>
<td>0.07%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

TABLE II. RESULTS OF PROGRAM TESTED IN PADDY FIELDS WITH RICE PEST PROBLEMS
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Bandit Multiclass Linear Classification for the Group Linear Separable Case

Abstract—We consider the online multiclass linear classification under the bandit feedback setting. Beygelzimer, Pal, Szorenyi, Thiruvengadam, Wei, and Zhang [ICML’19] considered two notions of linear separability, weak and strong linear separability. When examples are strongly linearly separable with margin $\gamma$, they presented an algorithm based on MULTICLASS PERCEPTRON with mistake bound $O(K/\gamma^2)$, where $K$ is the number of classes. They employed rational kernel to deal with examples under the weakly linearly separable condition, and obtained the mistake bound of $\min(K \cdot 2^{O(K \log(1/\gamma))}, K \cdot 2^{O(\sqrt{1/\gamma} \log K)})$.

In this paper, we refine the notion of weak linear separability to support the notion of class grouping, called group weak linear separable condition. This situation may arise from the fact that class structures contain inherent grouping. We show that under this condition, we can also use the rational kernel and obtain the mistake bound of $K \cdot 2^{O(\sqrt{1/\gamma} \log L)}$, where $L \leq K$ represents the number of groups.

Index Terms—multiclass, bandit, linear separable, kernel, group linear separable

I. INTRODUCTION

In an online-learning paradigm, at each time step $t$, the learner receives, a feature vector $x_t$, makes a prediction $\hat{y}_t$, and obtains a feedback. Note that the learner is playing against an adversary who picks the vector $x_t$ and the correct class $y_t$ from a set of $K$ classes. In the standard full-information feedback setting, the feedback is the correct class $y_t$, while in the bandit feedback setting, the only feedback is a binary indicator specifying if the learner makes the correct prediction, $\mathbb{I}[\hat{y}_t = y_t]$. The performance of the learner is measured by the total number of mistakes over all the steps.

Typically, the theoretical analysis is carried out under particular linear separability with margin assumptions. Beygelzimer, Pal, Szorenyi, Thiruvengadam, Wei, and Zhang [1] introduced two definitions of linear separability, called strong and weak linear separability. We give a brief summary here (see formal definitions in Section II-A). For both definitions, there are $K$ vectors $w_i$ defining $K$ hyperplanes. The weak linear separable condition which is similar to standard multiclass linear separability defined in Crammer and Singer [2] ensures that examples from each class lie in the intersection of $K$ halfspaces induced by these hyperplanes. The strong linear separable condition requires that each class is separated by a single hyperplane.

In the full-information feedback setting, Crammer and Singer [2] showed that if all examples are weakly linear separable with margin $\gamma$ and have norm at most $R$, the MULTICLASS PERCEPTRON algorithm makes at most $\frac{1}{2}(R/\gamma)^2$ mistakes. This is tight (up to a constant) since any algorithms must make at least $\frac{1}{2}(R/\gamma)^2$ mistakes in the worst case.

For the bandit feedback setting [3], Beygelzimer et al. [1] presented an algorithm that make at most $O(K(R/\gamma)^2)$ if the examples are strongly linear separable with margin $\gamma$, paying the price of a factor of $K$ for the bandit feedback setting. They also showed how to extend the algorithm to work with weakly linear separable case using the kernel approach. More specifically, they (non-linearly) transform the examples to higher dimensional space so that the examples are strongly linear separable with margin $\gamma'$ (which depends only on $\gamma$ and $K$).

In this paper, we introduce a more refined linear separability condition. Intuitively, the set of weight vectors $w_i$ represents the “directions” of the examples. In this paper, we are interested in the cases where these directions collapsed, i.e., while there are $K$ classes of examples, the number of distinct weight vectors required to linearly separate them is less than $K$. This situation may arise from the fact that class structures contain inherent grouping where intra-group classes can be separated with a single weight vector (or direction). (See Fig. 1, for example.)

More specifically, we consider the case where the classes can be partitioned into $L$ groups, where $L \leq K$, such that (1) examples from any two classes in the same group are linearly separable with a single weight vector, and (2) examples from two classes under different groups are weakly linear separable with a margin. We refer to this condition as the group weakly linear separable condition.

We show that under this refined condition, the same kernel as in [1] can also be used so that the algorithm works in the space where there is (strong) margin $\gamma'$ that depends on $L$. Our proofs, as well as that of [1], use the ideas from Klivans and Servedio [4] (which is also based on Beigel et al. [5]).

We note that our key contribution is the mathematical analysis of the margin for group weakly linearly separable examples for the kernelized algorithm in Beygelzimer et al. This means that everything in their paper works under this group condition (with a better margin bound that depends on $L$ not $K$).

Section II gives definitions and problem settings. Our main result is in Section III. In particular, Section III-B contains our technical theorem that establish the margin under the transformed inner product space. We provide small examples in Section IV.
II. DEFINITIONS AND PROBLEM SETTINGS

A. Linear separability

We restate the definitions for strong and weak linear separability by Beygelzimer et al. [1] here. We use the common notation that $[K] = \{1, 2, \ldots, K\}$.

The examples lie in an inner product space $(V, \langle \cdot, \cdot \rangle)$. Let $K$ be the number of classes and let $\gamma$ be a positive real number. Labeled examples

$$(x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T) \in V \times [K]$$

are strongly linear separable with margin $\gamma$ if there exist vectors $w_1, w_2, \ldots, w_K \in V$ such that for all $t \in [T]$, $\langle x_t, w_{y_t} \rangle \geq \gamma / 2$,

and

$$\langle x_t, w_i \rangle \leq -\gamma / 2,$$

for $i \in [K] \setminus \{y_t\}$, and $\sum_{i=1}^{K} ||w_i||^2 \leq 1$.

On the other hand, the labeled examples are weakly linear separable with margin $\gamma$ if there exist vectors $w_1, w_2, \ldots, w_K \in V$ such that for all $t \in [T]$, $\langle x_t, w_{y_t} \rangle \geq \langle x_t, w_i \rangle + \gamma$, for $i \in [K] \setminus \{y_t\}$, and $\sum_{i=1}^{K} ||w_i||^2 \leq 1$.

The strong linear separability also appears in Chen et al. [6]. The weak linear separable condition appears in Crammer and Singer [2].

We now define group weakly linear separability. Let $G = \{G_1, G_2, \ldots, G_L\}$ be a partition of $[K]$, i.e., $G_i \subseteq [K]$ for all $i$, $G_i \cap G_j = \emptyset$ for $i \neq j$, and $\bigcup G_i = [K]$. Let $g : [K] \to [L]$ be a mapping function such that $g(i) \to j$ iff $i \in G_j$. We say that the labeled examples

$$(x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T) \in V \times [K]$$

are group weakly linear separable with margin $\gamma$ under $G$ if

1) there exist vectors $u_1, u_2, \ldots, u_L \in V$ such that $\sum_{i=1}^{L} ||u_i||^2 \leq 1$, and, for all $t \in [T]$, $\langle x_t, u_{g(y_t)} \rangle \geq \langle x_t, u_p \rangle + \gamma$, for all $p \in [L] \setminus \{g(y_t)\}$,

2) there exist vectors $u'_1, u'_2, \ldots, u'_L \in V$ such that $\sum_{i=1}^{L} ||u'_i||^2 \leq 1$, and, for all $t \in [T], t' \in [T]$ such that $y_t \neq y_{t'}$ and $g(y_t) = g(y_{t'})$ either $\langle x_t, u'_{g(y_t)} \rangle \geq \langle x_{t'}, u'_{g(y_{t'})} \rangle + \gamma$, or $\langle x_t, u'_{g(y_t)} \rangle \leq \langle x_{t'}, u'_{g(y_{t'})} \rangle - \gamma$.

Note that vectors $u_i$’s define inter-group hyperplanes, while each $u'_i$ defines intra-group boundaries.

To illustrate the idea, Fig. 1 shows 3 sets of examples.

B. Kernel methods

We give an overview of the kernel methods (see [7] for expositions) and the rational kernel [8].

The kernel method is a standard approach to extend linear classification algorithms that use only inner products to handle the notions of “distance” between pairs of examples to nonlinear classification. A positive definite kernel (or kernel) is a function of the form $k : X \times X \to \mathbb{R}$ for some set $X$ such that the matrix $[k(x_i, x_j)]_{i,j=1}^m$ is symmetric positive definite for any set of $m$ examples $x_1, x_2, \ldots, x_m \in X$. It is known that for every kernel $k$, there exists some inner product space $(V, \langle \cdot, \cdot \rangle)$ and a feature map $\phi : X \to V$ such that $k(x, x') = \langle \phi(x), \phi(x') \rangle$. Therefore, a linear learning algorithm can essentially non-linearly map every example into $V$ and work in $V$ instead of the original space without explicitly working with $\phi$ using $k$. This can be very helpful when the dimension of $V$ is infinite.

As in Beygelzimer et al. [1], we use the rational kernel. Assume that examples are in $\mathbb{R}^d$. Denote by $B(0, 1)$ a unit ball centered at 0 in $\mathbb{R}^d$. The rational kernel $k : B(0, 1) \times B(0, 1) \to \mathbb{R}$ is defined as $k(x, x') = 1 \over 1 - \frac{1}{2} \langle x, x' \rangle_{\mathbb{R}^d}$.

Given $x, x' \in \mathbb{R}^d$, $k(x, x')$ can be computed in $O(d)$ time.

Let $\ell_2 = \{x \in \mathbb{R}^\infty : \sum_{i=1}^\infty x_i^2 < +\infty\}$ be the classical real separable Hilbert space equipped with the standard inner product $\langle x, x' \rangle_{\ell_2} = \sum_{i=1}^\infty x_i x'_i$. We can index the coordinates of $\ell_2$ by $d$-tuples $(\alpha_1, \alpha_2, \ldots, \alpha_d)$ of non-negative integers,
the associated feature map $\phi : B(0, 1) \to \ell_2$ to $k$ is defined as

$$
(\phi(x_1, x_2, \ldots, x_d))_{(a_1, a_2, \ldots, a_d)} =
\sqrt{2^{-\alpha_1+\alpha_2+\cdots+\alpha_d}} \left( \frac{\alpha_1 + \alpha_2 + \cdots + \alpha_d}{\alpha_1, \alpha_2, \ldots, \alpha_d} \right)
$$

(1)

where $(\alpha_1, \alpha_2, \ldots, \alpha_d) = (a_1, a_2, \ldots, a_d)$ is the multinomial coefficient. It can be verified that $\hat{K}$ is the kernel with its feature map $\phi$ to $\ell_2$ and for any $x \in B(0, 1)$, $\phi(x) \in \ell_2$.

C. Multiclass Linear Classification

Beygelzimer et al. [1] presented a learning algorithm for the strongly linearly separable examples based using $K$ copies of the BINARY PERCEPTRON. They obtained a mistake bound of $O(K(R/\gamma)^2)$ when the examples are from $\mathbb{R}^d$ with maximum norm $R$ with margin $\gamma$.

Their approach for dealing the weakly linear separable case is to use the kernel method. They introduced the KERNELIZED BANDIT ALGORITHM (Algorithm 1) and proved the following theorem.

**Theorem 1** (Theorem 4 from [1]). Let $X$ be a non-empty set, let $(V, \langle \cdot, \cdot \rangle)$ be an inner product space. Let $\phi : X \to V$ be a feature map and let $k : X \times X \to \mathbb{R}$, where $k(x, x') = \langle \phi(x), \phi(x') \rangle$, be the kernel. Let \((x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T) \in X \times \{1, 2, \ldots, K\}\) be labeled examples such that

1) the mapped examples $\langle \phi(x_1), y_1 \rangle, \ldots, \langle \phi(x_T), y_T \rangle$ are strongly linear separable with margin $\gamma$,
2) $k(x_1, x_1), k(x_2, x_2), \ldots, k(x_T, x_T) \leq R^2$

then the expected number of mistakes that the KERNELIZED BANDIT ALGORITHM makes is at most $(K - 1)(4(R/\gamma)^2)$.

The key theorem for establishing the mistake bound is the following margin transformation theorem based on the rational kernel.

**Theorem 2** (Theorem 5 from [1]). (Margin transformation from [1]). Let \((x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T) \in B(0, 1) \times \{1, 2, \ldots, K\}\) be a sequence of labeled examples that is weakly linear separable with margin $\gamma > 0$. Let $\phi$ defined as in (1) let

$$
\gamma_1 = \frac{376\log_2(2K - 2) - \log_2(2K - 2) + \sqrt{2}}{2K}, \\
\gamma_2 = \frac{(K - 1)(4s + 2)^{s+1}r(K - 1)}{4\sqrt{K(4K - 5)}}^{K - 1}
$$

where $r = 2(\log_2(4K - 3)) + 1$ and $s = \lceil \log_2(2/\gamma) \rceil$. Then the feature map $\phi$ makes the sequence $\langle \phi(x_1), y_1 \rangle, \langle \phi(x_2), y_2 \rangle, \ldots, \langle \phi(x_T), y_T \rangle$ strongly linearly separable with margin $\gamma' = \max\{\gamma_1, \gamma_2\}$. Also for all $t, k(x_t, x_t) \leq 2$.

This implies the following mistake bound.

**Corollary 1** (Corollary 6 from [1]). (Mistake upper bound from [1]). The mistake bound made by Algorithm 1 when the examples are weakly linearly separable with margin $\gamma$ is at most

$$
\min(2(\log_2(4K - 3)) + 1, \sqrt{2})
$$

D. Our contribution

We consider labeled examples with group weakly linearly separable with margin $\gamma$ and show that in this case, the rational kernel also transforms the margin and the new margin depends on the number of groups $L$ instead of the number of classes $K$. More specifically we prove the margin transformation in Theorem 3 and show the mistake bound of $K \cdot 2^{O((\sqrt{L} \log L)}$ in Corollary 2. This can be compared to one of the mistake bound of $K \cdot 2^{O((\sqrt{L} \log K)}$ in [1].

The proofs are fairly technical. We follow the idea in [1] and construct a “good” polynomial that separate examples from one class to the other (strong separation) based on the Chebyshev polynomials [9].
III. MAIN RESULT

Our main technical result is the following margin transformation using the rational kernel.

**Theorem 3.** (Margin transformation) Let \((x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T) \in \mathbb{B}(0, 1) \times [K]\) be a sequence of labeled examples that is group weakly linear separable with margin \(\gamma > 0\). Let \(L\) be number of group weakly separable such that \(L \leq K\). Let \(\phi\) defined as in (1) let

\[
\gamma = \frac{7}{2} \left[ 188 \log_2(2L + 1) \cdot \left[ \frac{\sqrt{2\gamma}}{\gamma} \right] \right] - \frac{\log_2(2L + 1)}{2L}.
\]

The feature map \(\phi\) makes the sequence \((\phi(x_1), y_1), (\phi(x_2), y_2), \ldots, (\phi(x_T), y_T)\) strongly linearly separable with margin \(\gamma\).

We note that the margin depends on \(L\), the number of groups, instead of \(K\), the number of classes. Using Theorem 3 with Theorem 1 we obtain the following mistake bound for our algorithm.

**Corollary 2.** (Mistake bound for group weakly linearly separable case) Let \(K\) be positive integer, \(n \leq K\) and \(\gamma\) be positive real number. The mistake bound made by Algorithm I when the examples are group weakly linearly separable with margin \(\gamma\) with \(L\) groups is at most \(K \cdot 2^{O(\sqrt{1/\gamma \log L})}\).

Note that multiplicative factor of \(K\) is hidden from the second bound of [1] because of the \(\tilde{O}\) notation on the exponent. We cannot do that because in our exponent we have only \(\log L\) which can be much smaller than \(K\). Their actual bound (showing \(K\)), which can be compared to ours, is \(K \cdot 2^{O(\sqrt{1/\gamma \log K})}\).

A. Margin transformation

This section is devoted to the proofs of Theorem 3. To prove Theorem 3, we need to establish the existence of polynomials that separate one class from the other as shown in the Theorem 4 below. This theorem is proved in Section III-B.

**Theorem 4.** (Polynomial approximation of intersection of halfspaces) Let \(v_1, v_2, \ldots, v_m \in V\) such that \(\|v_1\|, \|v_2\|, \ldots, \|v_m\| \leq 1\). Let \(v_n, v_b, u \in V\) such that \(\|v_n\|, \|v_b\|, \|u\| \leq 1\). Let \(\gamma \in (0, 1)\). Let \(x \in B(0, 1)\). There exists a multivariate polynomial \(p : \mathbb{R}^d \rightarrow \mathbb{R}\) such that

1) \(p(x) \geq \frac{1}{2}\) for all \(x \in \bigcap_{i=1}^{m} \{v_i, x\} \geq \gamma \) \cap \{x, u' \geq (v_n, u' + \gamma) \} \cup \{x, u' \leq (v_b, v' - \gamma) \},

2) \(p(x) \leq -\frac{1}{2}\) for all \(x \in \bigcup_{i=1}^{m} \{v_i, x\} \leq -\gamma \) \cup \{x, u' \leq (v_n, u' + \gamma) \} \cup \{x, u' \geq (v_b, v' - \gamma) \},

3) \(\deg(p) = \log_2(2m + 3)\) \cdot \left[ \frac{\sqrt{2\gamma}}{\gamma} \right] - \frac{\log_2(2m + 3)}{2L},

4) \(\|p\| \leq \frac{7}{2} \left[ 188 \log_2(2m + 3) \cdot \left[ \frac{\sqrt{2\gamma}}{\gamma} \right] \right] - \frac{\log_2(2m + 3)}{2L}.

Proof of Theorem 3. From Theorem 4, there exists a multivariate polynomial \(p_i : \mathbb{R}^d \rightarrow \mathbb{R}\) such that for all \(t \in \{T\}\) and the sequence \((x_1, y_1), (x_2, y_2), (x_T, y_T)\) if \(y_t = i\) and \(p_i(x_t) \geq \frac{1}{2}\) and otherwise \(y_t \neq i\) and \(p_i(x_t) \leq -\frac{1}{2}\). Theorem 2 implies that

\[
\|p\| \leq \frac{7}{2} \left[ 188 \log_2(2L + 1) \cdot \left[ \frac{\sqrt{2\gamma}}{\gamma} \right] \right] - \frac{\log_2(2L + 1)}{2L}.
\]

By lemma 3, there exists \(c_i \in \ell_2\) such that \((c_i, \phi(x)) = p_i(x)\), and

\[
\|c_i\|_{\ell_2} \leq \frac{7}{2} \left[ 188 \log_2(2L + 1) \cdot \left[ \frac{\sqrt{2\gamma}}{\gamma} \right] \right] - \frac{\log_2(2L + 1)}{2L}.
\]

We are ready to construct vectors for group weakly separable in \(\ell_2\) such that \(\|z_1\|^2 + \|z_2\|^2 + \ldots + \|z_L\|^2 \leq 1\) and for all \(t \in \{T\}\) \(\langle z_{y_t}, x_t \rangle \geq \gamma\), and for all \(j \neq y_t \langle z_j, x_t \rangle \leq -\gamma\),

\[
z_i = \sqrt{\lambda} \left[ 188 \log_2(2L + 1) \cdot \left[ \frac{\sqrt{2\gamma}}{\gamma} \right] \right] - \frac{\log_2(2L + 1)}{2L}.
\]

\[
\gamma = \frac{7}{2} \left[ 188 \log_2(2L + 1) \cdot \left[ \frac{\sqrt{2\gamma}}{\gamma} \right] \right] - \frac{\log_2(2L + 1)}{2L},
\]

\[\Box\]

B. Separating polynomials

As in [1] and [4], we use the Chebyshev polynomials [9] \(T_n()\) defined as follows.

\[
T_0(z) = 1, \quad T_1(z) = z, \quad T_{n+1} = 2zT_n(z) - T_{n-1}(z) \quad \text{for} \quad n \geq 1
\]

The following three lemmas are from [1].

**Lemma 1** (from Lemma 15 in [1]). (Properties of Chebyshev polynomials) Chebyshev polynomials satisfy

1) \(\deg(T_n) = n\) for all \(n \geq 0\).

2) \(|T_n(\cos(\theta))| = \cos(n\theta)\) for all \(\theta \in \mathbb{R}\) and all \(n \geq 0\).

3) \(T_n(\cos(\theta)) = \cos(n\theta)\) for all \(\theta \in \mathbb{R}\) and all \(n \geq 0\).

4) \(|T_n(z)| \leq 1\) for all \(z \in [-1, 1]\) and all \(n \geq 0\).

5) \(|T_n(z)| \leq 1\) for all \(z \in [-1, 1]\) and all \(n \geq 0\).

6) \(|T_n(z)| \geq 1\) for all \(z \geq 1\) and all \(n \geq 0\).

7) \(|T_n\| \leq (1 + \sqrt{2})^n\) for all \(n \geq 0\).

**Lemma 2** (from Lemma 14 in [1]). (Properties of norm of polynomials)

1) \(\deg(p) = n\) for all \(n \geq 0\).

2) \(|p(x)| \leq \prod_{j=1}^{n} |p_j(x)|\) for their product. Then, \(|p|\|^2 \leq \prod_{j=1}^{n} |p_j|^2\).

3) \(|q(x)| \leq \prod_{j=1}^{n} |q_j(x)|\) for their product. Then, \(|p|\|^2 \leq \prod_{j=1}^{n} |p_j|^2\).
Lemma 3 (from Lemma 9 in [1]). *(Norm bound)* Let \( p : \mathbb{R}^d \to \mathbb{R} \) be a multivariate polynomial. There exists \( c \in \ell_2 \) such that \( p(x) = \langle c, \phi(x) \rangle_{\ell_2} \) and \( \|c\|_{\ell_2} \leq 2^d \rho(p)/\rho \).

Our proof follows the general approach in [1].

**Proof of Theorem 4.** We need to construct a multivariate polynomial \( p_i \) such that for all \( t \in [T] \) and for all \( i \in [K] \),

- \( y_t = i \Rightarrow p_i(x_t) \geq \gamma \),
- \( y_t \neq i \Rightarrow p_i(x_t) \geq \gamma \).

Let \( v_1, v_2, \ldots, v_m \in V \) such that \( \|v_1\|, \|v_2\|, \ldots, \|v_m\| \leq 1 \). We say that \( x_t \) is in \( G_{\gamma}(v_i) \) if

\[
\forall i \in m \langle x_t, v_i \rangle \geq \gamma.
\]

There exist \( v_a, v_b \in V \) such that \( \|v_a\|, \|v_b\| \leq 1 \), for all \( t \in [T] \) and \( g(y_t) = j \)

\[
\langle x_t, u_j \rangle \geq \langle v_a, u_j \rangle + \gamma
\]

and

\[
\langle x_t, u_j \rangle \leq \langle v_b, u_j \rangle - \gamma.
\]

We are ready to modify polynomial in theorem 7 of [1]. Let \( r = \lceil \log_2(2m + 3) \rceil \) and \( s = \left\lfloor \sqrt{\frac{s}{r}} \right\rfloor \). Define the polynomial \( p : \mathbb{R}^d \to \mathbb{R} \) as

\[
p(x) = m + \frac{3}{2} - \sum_{i=1}^{m} \left( T_s(1 - \langle v_i, x \rangle) \right)^r - \left( T_s((x - v_a, u')/2) \right)^r - \left( T_s((v_b - x, u)/2) \right)^r.
\]

Notice that \( x \) in group \( G \) then \( \langle v_i, x \rangle \geq \gamma \) for all \( i \in [m] \).

Since \( \|x\| \leq 1 \) and \( \|v_i\| \leq 1 \) we have \( \langle v_i, x \rangle \in [0, 1] \) then \( (T_s(1 - \langle v_i, x \rangle))^r \in [-1, 1] \), cause \( x \) lie in the group, \( \langle x - v_a, u' \rangle \in [-\frac{1}{2}, \frac{1}{2}] \) and \( \langle v_b - x, u \rangle \in [-\frac{1}{2}, \frac{1}{2}] \) then \( (T_s((x - v_a, u')))^r \in [0, \frac{1}{2}] \) and \( (T_s((v_b - x, u')))^r \in [0, \frac{1}{2}] \). Therefore,

\[
p(x) \geq m + \frac{3}{2} - m - 1 \geq \frac{1}{2}.
\]

For \( x \) not in group, there exists at least one \( i \in [m] \) such that \( \langle v_i, x \rangle \leq -\gamma \). Therefore, \( 1 - \langle v_i, x \rangle \geq 1 + \gamma \) and \( 1 \) (part 6) imply that

\[
T_s(1 - \langle v_i, x \rangle) \geq 1 + s^2 \gamma \geq 2
\]

and thus

\[
(T_s(1 - \langle v_i, x \rangle))^r \geq 2^r \geq 2m + 3,
\]

for any \( j \in [m] \), we have \( \langle v_j, x \rangle \in [-1, 1] \) and thus \( 1 - \langle v_j, x \rangle \in [0, 2] \). According to Proposition 1 (part 5 and 6), \( T_s(1 - \langle v_i, x \rangle) \geq -1 \). And also \( \langle v_b - x, u \rangle \in [0, 2] \) and \( \langle v_b - x, u' \rangle \in [-2, 1] \), and same for \( \langle v_b - x, u' \rangle \), then \( (T_s((x - v_a, u')))^r \in [-1, 1] \) and \( (T_s((v_b - x, u))/2)^r \in [-1, 1] \). Therefore,

\[
p(x) = m + \frac{3}{2} - (T_s(1 - \langle v_i, x \rangle))^r - \sum_{j \in [m], j \neq i} (T_s(1 - \langle v_j, x \rangle))^r - \left( T_s((x - v_a, u')) \right)^r - \left( T_s((v_b - x, u')) \right)^r
\]

\[
\leq m + \frac{3}{2} - (2m + 3) + (m - 1) + 2.
\]

The degree of \( p \) is the same for all terms \( (T_s(1 - \langle v_i, x \rangle))^r \) that is \( r \cdot s \). We prove the upper bound of norm of \( p \). Let \( f_i(x) = 1 - \langle v_i, x \rangle, \) let \( k_a(x) = (x - v_a, u')/2, k_b(x) = (v_b - x, u')/2, \)

\[
\|f_i\|^2 = 1 + \|v_i\|^2 \leq 1 + 1 = 2,
\]

\[
\|k_a\|^2 = \|x - v_a\|^2 \cdot \|u'\|^2 \leq \frac{4 \cdot 1}{2} = 2
\]

and

\[
\|k_b\|^2 = \|v_b - x\|^2 \cdot \|u'\|^2 \leq \frac{4 \cdot 1}{2} = 2.
\]

Let \( T_s(z) = \sum_{j=0}^{s} c_j z^j \) be the expansion of \( s \)-th Chebyshev polynomial. Then,

\[
\|T_s(1 - \langle v_i, x \rangle)\|^2 = \|T_s(f_i)\|^2
\]

\[
= \left| \left| \sum_{j=0}^{s} c_j (f_i)^j \right| \right|^2
\]

\[
\leq (s + 1) \sum_{j=0}^{s} \|c_j (f_i)^j \|^2
\]

\[
= (s + 1) \sum_{j=0}^{s} c_j^2 \|f_i\|^2
\]

\[
\leq (s + 1) \sum_{j=0}^{s} c_j^2 j^2 \|f_i\|^2j
\]

\[
\leq (s + 1) \sum_{j=0}^{s} c_j^2 j^2 2^{2j}
\]

\[
\leq (s + 1) 2^s \sum_{j=0}^{s} c_j^2 2^j
\]

\[
= (s + 1) s^2 2^s \|T_s\|^2
\]

\[
= (s + 1) 2^s (1 + \sqrt{2})^{2s}
\]

\[
\leq (8(1 + \sqrt{2})^2)^s
\]

\[
\leq (47s)^s,
\]

\[
\|T_s((x - v_a, u'/2))\|^2 = \|T_s(k_a)\|^2
\]

\[
= \left| \left| \sum_{j=0}^{s} c_j (k_a)^j \right| \right|^2
\]

\[
\leq (47s)^s,
\]

\[
\|T_s((v_b - x, u')/2))\|^2 = \|T_s(k_b)\|^2
\]

\[
= \left| \left| \sum_{j=0}^{s} c_j (k_b)^j \right| \right|^2
\]

\[
\leq (47s)^s.
\]
Finally,
\[
\|p\| \leq m + \frac{3}{2} + \sum_{i=1}^{m} \|T_s(f_i)^\top\|^2 + \|T_s(k_a)^\top\|^2 + \|T_s(k_b)^\top\|^2
\]
\[
= m + \frac{3}{2} + \sum_{i=1}^{m} \sqrt{\|T_s(f_i)^\top\|^2 + \|T_s(k_a)^\top\|^2 + \|T_s(k_b)^\top\|^2}
\]
\[
\leq m + \frac{3}{2} + \sum_{i=1}^{m} \sqrt{r^s \|T_s(f_i)^\top\|^{2r}}
\]
\[
+ \sqrt{r^s \|T_s(k_a)^\top\|^{2r}} + \sqrt{r^s \|T_s(k_b)^\top\|^{2r}}
\]
\[
\leq m + \frac{3}{2} + m + \frac{3}{2} + \frac{3}{2} + (m + 2)(47r)^{rs/2} + r^{rs/2}(47r)^{rs/2} + r^{rs/2}(47r)^{rs/2}
\]
\[
= m + \frac{3}{2} + (m + 2)(47r)^{rs/2}
\]
using \(m \leq 2^{2^r}\), since \(r, s \geq 1\),
\[
\|p\| \leq m + \frac{3}{2} + (m + 2)(47r)^{rs/2}
\]
\[
\leq \frac{1}{2} 2^r + \frac{3}{2} + \left( \frac{1}{2} 2^r + 2 \right) (47r)^{rs/2}
\]
\[
\leq 2^r + \frac{3}{2} + 2^r (47r)^{rs/2}
\]
\[
= 2^r \left( 2 + \frac{3}{2} \right) (47r)^{rs/2}
\]
\[
\leq 4^{rs/2} \cdot \frac{7}{2} (47r)^{rs/2}
\]
\[
= \frac{7}{2} (188r)^{rs/2}.
\]
A simple substituting finishes the proof.

IV. EXPERIMENTS

While we focus mostly on the theoretical aspect of the problem, we perform some experiment to visualize the algorithm.

We generate a dataset in \(\mathbb{R}^2\) under the weakly linear separable condition, with \(K = 9\) classes and \(L = 3\) groups with margin \(\gamma\), shown in Fig 2.

We run Algorithm 1 for \(T = 13866\) steps. The algorithm makes 4586 mistakes. To see the decision boundary, we consider all points in \(\mathbb{R}^2\) and plot the algorithm’s predictions in Fig 3. The boundaries of the decisions can be seen in it.
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Abstract—Dependency parsing (DP) is a task that analyzes text for syntactic structure and relationship between words. DP is widely used to improve natural language processing (NLP) applications in many languages such as English. Previous works on DP are generally applicable to formally written languages. However, they do not apply to informal languages such as the ones used in social networks. Therefore, DP has to be researched and explored with such social network data. In this paper, we explore and identify a DP model that is suitable for Thai social network data. After that, we will identify the appropriate linguistic unit as an input. The result showed that, the transition based model called, improve Elkared dependency parser outperform the others at UAS of 81.42%.
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I. INTRODUCTION

Dependency parsing (DP) is a task that analyzes text for syntactic structure and relationship between words. DP could be used for improving NLP tasks such as information extraction [1], question answering [2, 3], and semantic parsing [4]. Social media are platforms that people use for communication, especially in the context of customer service support (i.e., customers reporting problems or feedback to a company’s social network page). In fact, customer service support via social networks is increasingly popular among business companies. Consequently, the amount of textual data a company receives from a social network channel has also increased substantially. This also poses a challenge for the company’s customer service department to analyze such massive amount of data in order to identify problems and improve their service quality. To do so, each piece of text must be extracted for customer intention as well as products or services mentioned. However, social media texts are more difficult to process than traditional texts [5] and, sometimes, they can be more difficult to understand. Moreover, there is also a challenge of syntax ambiguity because it is harder to identify sentence boundaries and grammars in Thai social language.

As shown in Table I, the first and second sentence clearly indicate that a customer wants a Chopper card. The third sentence, however, consists of two intentions from the customer: 1) he/she wants to apply for a Chopper card, and 2) he/she is looking for a Chopper card that is cuter than Rilakkuma card. Finally, the fourth sentence has the most complex structure, indicating that 1) the customer wants a Chopper card, 2) the Chopper card must come with an installment plan, 3) the Chopper card must be cuter than Rilakkuma card, and 4) he/she recalls that a Rilakkuma card can withdraw cash from cash machines. The fourth sentence consists of two intentions, three services, and two brands. Such a complex sentence requires non-trivial effort from human operators to analyze. Moreover, human operators must also aggregate all the analyzed results and generate a report regularly within limited time. Such manual process is cumbersome and yet the results might be inaccurate. Therefore, there is a need for an automated system that can interpret intentions and sentiments from such complex sentences at scale.

<table>
<thead>
<tr>
<th>Sentence Type</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>'Can I have a Chopper card?'</td>
</tr>
<tr>
<td>Normal</td>
<td>'Can I apply for a Chopper card?'</td>
</tr>
<tr>
<td>Long</td>
<td>'Can I apply for Kasikorn's Chopper card that is cuter than Rilakkuma?'</td>
</tr>
<tr>
<td>Complex</td>
<td>'I would like to apply for Kasikorn's card that can be used to pay by installments, is there a Chopper pattern, which is lovelier than Rilakkuma that can withdraw cash?'</td>
</tr>
</tbody>
</table>

In order to perform automated intention classification and sentiment analysis of complex sentences (like the ones shown in Table I), Dependency Parsing (DP) must be achieved. According to [6-8], if we do not understand relationships between words, relationships between entities in a sentence cannot be extracted. In particular, if the text consists of multiple entities (as shown in Table I: complex sentence), relationships between entities can help identify which entity should be focused (e.g., entity of “Kasikorn’s card” should be focused in the complex sentence example from Table I). Therefore, the lack of Thai language DP could lead to misunderstanding in the meaning of the sentence. In fact, the lack of Thai language DP is one of the reasons why high-level Thai NLP tasks (e.g., sentiment analysis, question answering) cannot be implemented. Previous research works on DP are based on English text corpus [9-11] and hence cannot be used with Thai social network text.
Nonetheless, to solve such problem, two challenges are explored and addressed in this paper. The first challenge is to identify a suitable model for parsing Thai social data. The second challenge is to identify an appropriate linguistic unit as an input for DP. The paper addresses the first challenge by analyzing the characteristics of Thai social language. To address the second challenge, the paper proposes to use Elementary Discourse Units (EDUs) as input to conform to those linguistic characteristics. Ultimately, the experiment demonstrates interesting performance resulting from the selection of suitable models and input units.

The remainder of this paper is structured as follows; the theoretical background of the related works is reviewed in Section II. Section III describes the characteristics of Thai social data. The experiment and its results are discussed in Section IV and V, respectively. Finally, Section VI concludes the paper.

II. RELATED WORKS

Dependency parser (DP) is a task of natural language processing (NLP) that is widely used for extracting and analyzing grammatical structure of a sentence [12, 13]. Dependency links are close to the semantic relationships needed for text interpretation [14] (e.g., dependency relation can clearly show the relationship between words.) In addition, there are two approaches normally used in the tasks of dependency parsing: transition-based and graph-based.

Transition-based DP is a process of parsing a sequence of actions (transitions) for building a dependency graph and constructing a dependency tree by scanning left-to-right (or right-to-left) through words along the sentence. There are many research works that explore this method. For example, Zhang and Nirve [15] proposed new features that achieved the Unlabeled Attachment Score (UAS) of 92.9% on Penn Treebank and 86.0% on Chinese Treebank. Those features are composed of distance, valency, unigrams, third-order and label set. Moreover, stacked LSTM is proposed for transition-based DP by Dyer et al. [16]. Their model achieved better performance in both Stanford Dependency Treebank and Penn Chinese Treebank 5.1 with the UAS of 93.1% and 87.2%, respectively. Stenetorp [17] suggested to use recursive neural networks in transition-based parsing and achieved UAS of 86.25% on CoNLL 2008 dataset.

On the other hand, graph-based dependency parsing uses a concept of node to represent each word in a sentence. A search process then starts by constructing a dependency graph to adjust the weight of each edge in the connected graph such that 1) all nodes are covered, and 2) the sum of highest scoring edges is maximized. Flanigan et al. [18] used the inspiration of graph-based parsing techniques for abstract meaning representation (AMR). Their concept achieved an F-score of 84% on the testing data of LDC2013E117 corpus [19]. Moreover, Wang and Chang [20] proposed to use Bidirectional LSTM for graph-based parsing with English Penn-YM Treebank [21], English Penn-SD Treebank [22] and Chinese Penn Treebank (CTB5) [23]. They claimed that their results achieved better performance on Penn-SD dataset (UAS of 94.08%) where the data size is four times larger than Penn-YM (UAS of 93.51%) and CTB5 (UAS of 87.55%) datasets.

Furthermore, universal dependency (UD) [24] is a framework that aims to create treebank across different human languages. Also, UD is an open community producing more than 100 treebanks in over 70 languages. UD dataset is typically used in the research works such as [25], [26], and [27]. Parallel Universal Dependencies (PUD) treebanks, which were created for the CoNLL 2017 shared task on Multilingual Parsing from Raw Text to Universal Dependencies, are multilingual treebanks taken from news domains and Wikipedia. Moreover, there is a Thai PUD that consists of 1,000 lines of sentences or 22,322 tokens of word. Because of the lacking of labeled dataset, the Thai PUD is used as one of the corpus in this work.

III. CHARACTERISTICS OF THAI SOCIAL DATA

It is generally known that communication channel is one of the factors that affects language usage patterns. On social media, texts have characteristics that reflect the social conversations. For this reason, the language used on social media is diverse and constantly changes according to people, topics, and situations. In this section, we discuss the key language characteristics of Thai social data that drive us to build parser for social domain.

A. Word

Word is a linguistic unit that represents concepts [28]. In general, the concepts represent through words are meaning or grammatical functions. However, words in social domain have behaviors that are different from those in formal domain because of the rapid variation of online communication.

In terms of word form, the same word may appear in a variety of forms. A variation of word form is usually made by sound variant [29]. For example, “จุง”/čuŋ1/ is changed to “จุ้ง”/čuŋ1/, “ชุ่ง”/čun1/, or “ชุ่ง”/čhun1/.

In terms of the meaning, a number of words that appear in social domain have different meanings to the same word form that appears in formal domain. For example, in formal domain, “กรุณา”/kaak2/ denotes ‘the rest after the good part is removed’. But in social domain, it means ‘bad’. In addition, the meanings of the words that appear in the social domain are also varied according to the number of new words being added according to the behavior of language users. These words, for example “ผ่อนผัน”/ta1.mun4.ta1.mi4/, “เข้าบ่่”/saaŋ5.pe1/, “ปุ่ม”/puaʔ4/, are all not found in the dictionary.

In terms of function, grammatical functions of some words are extended beyond those appeared in formal domain. For instance, a word “แบบ”/bopəʔ/ ‘form, model’ normally functions as a subject “แบบยินดีแข็งกิฟ” ‘A form is in the drawer’, an object “เพื่อความมั่นคงทางธุรกิจ” ‘Employee submits forms on the internet’, or a classifier “เจ้าหน้าที่ส่งเรื่องไปยัง 2 แบบ” ‘Officer offers 2 options’. Conversely, in social domain, “แบบ” has more grammatical functions, e.g. an adverb marker “อย่างดังกล่าว” ‘I got in a car confusedly’, a subordinate conjunction for adverbial clause “จึงก็ยินดีไม่ยอมรับคืนสิ่งของ” ‘She walked without turning back’, a relativizer “ซึ่งผมมั่นใจในสิ่งเหล่านี้” ‘He is a person who doesn’t care about anything’, a discourse marker “ขอจะไปทำางานสายแล้วไง” ‘being go to work late’.

With the aforementioned characteristics of the words, a language processing tool built on formal domain data may return unsatisfactory results. Because there are words that do
not appear in formal domain. Moreover, the new words and the extended grammatical functions of the words that cannot be found in formal domain will directly affect the part of speech tagging task. If the function of a word changes, the POS of word changes accordingly. Especially, in a syntactic task like this work, POS plays a very important role in expressing the relationship between words in the text. For such reasons, a parser model in this work uses Thai social data for training and testing.

B. Sentence

Sentence structures in the social language exhibit various complexity levels. For example, each sentence may consist of a small amount of words or may contain complex clauses that modify each other. However, the complexity of the social language is different from that of the formal language. This represents a challenge for social language processing. However, the language used in online media is similar to the spoken language. In addition to the characteristics of the words mentioned in the previous section, the characteristics of sentences in the social domain are also influenced by the spoken language. For this reason, the sentence structure is not strict. Consequently, many sentences cannot be communicated clearly.

For example, a sentence “แม่ชอบไปพารากอนมีหลายชั้น” ‘Mom likes to go to Paragon has many floors’. This sentence informs two ideas: “Mom likes to go to Paragon” and “Paragon has many floors”. As usual, in formal style, this sample sentence should be written separately into 2 sentences. It is not known how this phenomenon occurs, but this could be assumed that ellipses are the mechanism behind them. The ellipsis is a linguistic mechanism that is often used in spoken language [30], which includes languages in social domain.

Considering the example sentence above, there is possible that a relativize “ซึ่ง” was removed form “แม่ชอบไปพารากอน (ซึ่ง) มีหลายชั้น” ‘Mom likes to go to Paragon (which) has many floors’. Based on this assumption, the other types of grammatical units that can be removed in social languages are found. For example, a verb “ถาม (think) ไปทำงาน” ‘I go to work’, or a complementizer “แนวคิด (idea) ต้องมีที่ไม่มี” ‘Bank of Thailand expects (that) Thailand’s inflation rate will be lower’

The complexity of the sentence is another characteristic that needs to be discussed. Since sentences in social media are not formal and are similar to spoken language. The length of sentences is vary. Most of sentences are very complex because the speaker typed the sentence immediately without proper screening for clear communication. Therefore, they may be complex and difficult to understand. For example, a sentence “ช่วยโพสรูปที่ถ่ายเมื่อวานตอนเย็นที่เรานั่งข้างๆ เธอให้ทีได้” ‘Can you post a photo taken yesterday evening that we went to have dinner together at Siam Square that I sat next to you?’. This sentence consists of at least 4 main information: “Can you post a photo?”, “A photo taken yesterday evening”, “we went to have dinner together at Siam Square on yesterday evening”, and “a photo that I sat next to you”.

However, because of the complex modification of this sentence, some people may receive more information, i.e. “yesterday evening that I sat next to you”. Such ambiguity is common in social language, and it has a significant effect on processing. Actually, a clause “ที่เราไปกินข้าว เธอให้” ‘that I sat next to you’ can modify many nouns in the sentence, including “คู่” ‘picture’, ‘เมื่อนาน’ ‘yesterday’, ‘ออกมา’ ‘‘evening’, ‘เมื่อสัปดาห์ก่อน’ ‘yesterday evening’, and “สามัคคี” ‘Som Si Square’. Therefore, the information received will depend on the noun that the hearer selects to modify.

With problems of Thai sentence mentioned above, together with the characteristics of the Thai language in which the sentence has no clear boundary [31], EDUs [32] is chosen to be a processing unit in this work. Due to, in semantic perspective, EDUs can convey single piece of information clearly. On the other hand, in syntactic perspective, EDUs are in the form of clauses or phrases with a strong marker [33] and hence can be clearly identified the boundaries. Furthermore, because of a characteristic of clauseness, structure of EDUs is also less complicated than sentences.

IV. EXPERIMENT

A. Data

There are 2 Thai datasets used in the experiment: public UD data and social data in financial domain. Both datasets contain 1,000 sentences are grouped into 10 folds for cross-validation. Each fold consists of 800 sentences, 100 sentences and 100 sentences, respectively.

1) Thai Social data

This dataset is collected from social media, such as Facebook, Twitter, and Pantip by focusing on financial domain. The data is analysed and segmented into EDU by applying the principles proposed by Intasaw and Aroonmanakun [33]. The size of dataset is 219,585 EDUs.

In term of the length of EDUs, as shown in Fig. 2, the distribution of word per EDU varies. The length of word per EDU is between 2-24 words and has uniform distribution.
Fig. 3 shows the distribution of POS and the number of POS tag sets used in the data. The tag set is adapted from a universal POS tag set [34].

![Distribution of POS](image)

Fig. 3. Distribution of POS

2) UD Thai Tree Bank

This dataset consists of 22,322 words, which is a standard Thai language dataset normally used in supervised learning. The label of each sample is the relationship between words.

B. Evaluation

There are many different evaluation metrics used in the dependency parsing task. The commonly used metrics are unlabeled attachment score (UAS) and labeled attachment score (LAS). However, due to the lack of dependency labels, UAS is used to evaluate the quality of dependency parsers. UAS focuses on the percentage of words that get the correct predictions. Equation (1) defines UAS as the number of correctly predicted heads divided by all heads in ground truth.

\[
UAS = \frac{\# \text{ of correct heads}}{\# \text{ of heads}}
\]  

(1)

C. Preprocessing

Before the training step, the dataset is passed through data preprocessing step and turned into an appropriate format. There are 5 processes: EDU segmentation, word segmentation, part of speech tagging, text cleansing, and text converting. The sentences are segmented in EDU segmentation process and then word segmentation process. After that, each word is marked into a category of words such as subject, verb, noun and objective. Next, special characters and excessive space are removed. Then, the text and number that have been separated by the error of word segmentation are combined in the text cleansing process. Furthermore, text converting process will convert the data to a universal format (CONLL-U format).

D. Model

Transition-based and graph-based methods explored and used in the experiment are discussed in this section.

1) Transition-based

Transition-based models identify relationship between words by considering the transition of words through oracle parsing in order to see the change in each transition as shift reduction. They then use mapping features for extracting feature and converting the data into a suitable format for model training.

![Structure of transition based models](image)

Fig. 4. A structure of transition based models consist of Elkaref Dependency Parser (EDP) and Improved Elkaref Dependency Parser.

a) Elkaref Dependency Parser (EDP)

Elkaref Dependency Parser [35] is composed of a single LSTM hidden layer replacing the hidden layer in the usual feed-forward network architecture. It also proposes a new initialization method that uses the pre-trained weights from a feed-forward neural network to initialize the LSTM-based model.

b) Improved Elkaref Dependency Parser

The concept of EDP, which has only one direction of word sequence relation, may not be enough. The concept of Kiperwasser Dependency Parsing [36] is developed using Bi-LSTM instead of LSTM to extract bi-directional features word sequence relation. Each sentence token is associated with a Bi-LSTM vector representing the token in its sentential context. Feature vectors are then constructed by concatenating a few Bi-LSTM vectors.

2) Graph-based

Graph-based models identify relationship between words by considering the characteristics of the graph. They focus on each pair of words and check if the pair correlate through the matrix scoring process using LSTM Encoder and Decoder.

![Structure of graph-based models](image)

Fig. 5. A structure of graph-based models consists of Eisner, Greedy, Maximum Spanning Tree (MST) and Deep Biaffine MST.
a) Eisner

Eisner is a bottom-up dependency parsing algorithm. It is a projective dependency parsing and focuses on subgraph process. Adding one link at a time making it easy to multiply the model’s probability factor similar to CKY method.

b) Greedy

Greedy is an algorithm which always selects the highest weighted edges. It is non-projective dependency parsing and compares on next-to-edge by memory-based parser [37].

c) Maximum Spanning Tree (MST)

Maximum Spanning Tree finds a dependency tree with higher score on a directed graph. Scores are independent from other dependencies. It is a non-projective dependency parsing and applied Chu-Liu-Edmonds algorithm [37] to find MST from directed graphs. There are composed of 3 steps: greedy, contract and recursive. Greedy step finds edges with the highest weight. Contract step detects cycles and breaks them by removing the edge with the smallest value in the cycle. Recursive step repeats the process until a spanning tree is obtained.

d) Deep Biaffine MST

Deep Biaffine MST [38] is a deep learning model. By adding the Bi-LSTM and a Biaffine classifier, the model performs comparably to the state-of-the-art model. The model utilizes Bi-LSTM, which gives a long-term dependency, and Biaffine classifier, which improves parsing speed.

V. RESULTS AND DISCUSSIONS

There are two experiments in this paper. The first experiment focuses on the correlation between word length and error rate. The second experiment focuses on Thai social language model.

1) The correlation between word lengths and error rates

This experiment was conducted on both UD dataset and Social Banking domain dataset. Two different types of methods, transition-based and graph based, are used to analyze how word lengths affect the model performance. The Improved Elkaref Dependency Parser [35] is used for training a transition-based model and the Deep Biaffine Attention [38] is used for training a graph-based model. The mean error rate is evaluated by counting the frequency of the wrong predictions in each sentences / EDUs and calculating mean error rate in each word length. Fig. 6 (a) and (c), representing training and testing on UD dataset with transition-based and graph-based, show that the more number of words in the sentences or EDUs are contained, the more error rates are found for both transition-based and graph-based model. In addition, Fig. 6 (b) and (d), which is training and testing on Social Banking domain dataset, show that nine out of ten folds yield the same direction of correlation between word lengths and error rates. Due to Social Banking domain dataset separated into EDUs with short words, this might cause a different correlation result in another fold. To simplify the problem, EDU segmentation is suggested to be used in Thai dependency parsing instead of sentence segmentation.

Fig. 6. Each line represents a direction of error rate occurred while the number of word per EDU increase using linear regression in (a) UD Testing set with transition-based, (b) Social Testing set with transition-based, (c) UD Testing set with graph-based and (d) Social Testing set with graph-based. X axis represents the number of words. Y axis represents percent error rates. Transition-based and graph-based use the same data distribution of UD and social dataset in training, validation and testing.
2) Thai Social Model

This experiment was conducted to find the best model for Thai social dependency parsing. As shown in Table 2, there are six models, including two transition-based models and four graph-based models, tested in this experiment. The results show that transition-based models perform better than graph-based models. The improved Elkaref dependency parser achieves the average 10-fold UAS of 78.62% on UD dataset and the average 10-fold UAS of 79.84% on social dataset. Moreover, the transition-based UAS (79.84%) outperformed the graph-based UAS (73.27%) on social dataset. Because of the concept of EDUs, the word length in sentence is always longer than or equal to the word length in EDU. This finding is consistent with the research work in [39], which found that “transition-based models performed better than graph-based models at short length sentences”. The best model for Thai social model is improved Elkaref dependency parser.

<table>
<thead>
<tr>
<th>Type</th>
<th>Model</th>
<th>UD Dataset</th>
<th>Social Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>UAS</td>
<td>UAS</td>
</tr>
<tr>
<td>Transition</td>
<td>EDP</td>
<td>55.01</td>
<td>73.92</td>
</tr>
<tr>
<td></td>
<td>Improved EDP</td>
<td>78.62</td>
<td>79.84</td>
</tr>
<tr>
<td>Graph</td>
<td>Eisner</td>
<td>56.93</td>
<td>58.37</td>
</tr>
<tr>
<td></td>
<td>Greedy</td>
<td>55.24</td>
<td>53.80</td>
</tr>
<tr>
<td></td>
<td>MST</td>
<td>57.12</td>
<td>60.99</td>
</tr>
<tr>
<td></td>
<td>Deep Biaffine MST</td>
<td>76.95</td>
<td>73.27</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, we have shown that length is one of the error factors in the dependency parsing problem. We suggested the use of EDU segmentation to simplify sentences instead of using sentence segmentation or long raw text. Our experimental results also show that transition-based DP models outperform the graph-based DP models in Thai social data when segmented by EDUs. Moreover, improved Elkaref dependency parser yielded the best performance among various DP models. For future works, exploration of error factors is a promising area to explore in order to improve the model performance.
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Abstract—Sentiment analysis is an essential task for social listening, especially in service and product analysis. Prior works on sentiment analysis, especially in Thai language, mostly focus on the improvement of model architecture without considering error propagation from word tokenizers or noisy text from social media. In this paper, three contributions are proposed for implementing social analysis model. First, text pre-processing is used to mitigate noise from input texts. Second, robustness towards word segmentation is enhanced by using an ensemble process with two tokenizers. Lastly, the training process inspired by Co-training method is proposed in order to filter label noise within the data. In the experiments, the model achieves 2.56% improvement on the average macro F-1 score when compared with the baseline models in social media data.
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I. INTRODUCTION

Recently, social listening has become a crucial method to gather information of customers from public channels such as Twitter and Facebook. Social listening, in its usual form, retrieves information and context from social channel. It then performs sentiment analysis to inspect each message and label its sentiment into “neutral”, “positive”, or “negative”.

Prior studies on sentiment analysis proposed deep learning models, which outperforms traditional approaches such as Support Vector Machine and Naïve Bayes [1], [2]. However, most of the studies do not focus on the impact of error propagation from word segmentation and noisy text. Moreover, the labels are inconsistent due to the subjectivity of the task, which focuses on detecting positive and negative instances. As a result, there are some instances that are annotated as neutral because they do not relate to the target domain and expected to be ignored.

To handle the mentioned problems, three contributions to improve sentiment analysis are proposed.

First, text processing is designed to reduce noises in Thai social text. Unnecessary parts of the input message, such as URLs and usernames, are removed. Duplicated spaces are replaced with one space. Moreover, a space is inserted between Thai and English characters to help word tokenizers identify word boundaries between them.

The second contribution is the ensemble model, which combines the output from different tokenizers. The ensemble model adds more perspectives on input tokens and therefore gains the benefit from both input tokens while tolerating false word segments caused by each tokenizer.

Finally, a label-noise filtering algorithm inspired by Cotraining [3] is adopted to explore label errors and imbalanced data set. This process is performed to avoid confusion caused by subjectivity from the labeling process. In the observed dataset, there are labeled instances which are annotated as neutral because they are not related to the target domain (although they contain positive or negative keywords). To clean up this ambiguous labeling process, training instances are re-labelled via probabilistic prediction from a trained model. Then, the re-labelled instances are used to train the new model. This process is our third contribution.

The remainder of this paper is structured as follows; the theoretical background of the related works is reviewed in Section II. Section III describes the proposed algorithms and architectures. The datasets, baseline models and evaluation metrics are explained in Section IV. After that, the results are analysed and discussed in Section V. Finally, the conclusion is in Section VI.

II. RELATED WORKS

In this section, related works are presented in three subsections. They consist of sentiment analysis, the models for Thai word segmentation and label noise, and semi-supervised learning methods.

A. Sentiment analysis

Sentiment analysis is a method to retrieve emotional, opinion-oriented information from input texts [3]. Thai text classification and sentiment analysis using deep learning and statistical learning techniques have been studied in the recent years [1], [2]. For example, Kim Y. [4] proposed multiple branches of CNN with different kernel sizes to find grams (multiple sizes) for capturing the sentiment of messages. Meanwhile, Vateekul P. et al. [1] showed that deep neural network outperforms most of the traditional approaches such as Naïve Bayes and Logistic regression in social media data. Besides that, Yang Z. et al. [5] proposed the model called Hierarchical Attention Network (HAN), which outperforms LSTM [6] in document classification. HAN utilizes a hierarchical structure...
of Gated Recurrent Unit (GRU) with self-attention mechanism to understand the sentiment of messages by considering words in order and focusing on the important context related to the message.

In this paper, CNN and HAN are considered as the baseline models. CNN is widely considered as the state-of-the-art method for Thai sentiment analysis model [1]. HAN is also a competitive model for English document classification [5].

B. Word segmentation

Word segmentation is the process of dividing the written text into meaningful words. Most of the prior word segmentation models, such as Deepcut [7] and Sertis [8], are based on deep learning modules, including CNN and GRU. These models achieved 0.992 F1-score on NECTEC’s BEST corpus [9]. However, employing these word segmentation models causes a significant problem. Since the models were trained on the NECTEC’s BEST corpus containing formal Thai language, they are not suitable for texts from social media. On the contrary, KBTGTK [10] deep learning tokenizer was specially designed and trained with the UGWC dataset from social media. Due to the similarity between UGWC and our dataset, KBTGTK is chosen to be used in the experiment in this paper.

Besides deep learning word segmentation models, another approach of word segmentation called NEWMM [11] tokenizes the text to achieve the fewest number of words found in the dictionary.

NEWMM is a dictionary-based maximal matching algorithm, which is fast and only produces words appearing in the specified dictionary. Hence, NEWMM accurately segments known words and ignores noisy texts around the known words. While NEWMM does not face the same scalability problem other deep learning-based tokenizers, it cannot handle unknown words, such as name entities, that are not included in the specified dictionary.

Since KBTGTK and NEWMM have different advantages and drawbacks, both algorithms are explored in the experiments in Section V-B.

C. Label noise and semi-supervised learning

Large human-annotated dataset suffers from labelling errors due to various problems such as subjectivity, human errors, and notably the presence of label noise [12]. Label noise becomes a common problem when performing classification and causes many potential negative consequences. [12] shows that there are various approaches that could be used to handle label noise such as applying algorithms to avoid overfitting, improving quality of data using filtering approaches, and incorporating label noise as embedding in the model. The filtering approach is simple but efficient since it removes noisy data explicitly whereas the other approaches do not [12]. Hence, this paper uses a filtering approach to determine and relabel noisy instances to improve the quality of data.

Specifically, this paper applies a noise-filtering algorithm similar to Co-training [13], which is a semi-supervised learning method to utilize unlabelled data. The first step of Co-training is training two models with labelled data. After that, unlabelled data, which is predicted by the first-step models with high confidence, is labelled and used for training the models again. The method is performed repeatedly until there is no more instances of unlabelled data with prediction confidence level higher than the specified threshold. In this work, the method is used to correct noisy labelled data rather than using it to label unlabelled data.

III. METHODOLOGY

For this section, the methods that are used in the experiment are described, and the workflow of the process is shown in Figure 1.

First, an input text goes through the text preprocessing as described in Section III-A. Second, for the ensemble process, the cleaned text is used for training and inference with two tokenizers and models. After that, in the training process, the output from both models are utilized to filter label noise as explained in Section III-B. In the inference process, two output from both models are combined using the ensemble method mentioned in Section III-C.

A. Text preprocessing

Text preprocessing is performed before word segmentation in order to clean inputs before tokenization and remove unnecessary parts of the text. Five steps of text preprocessing are performed as follows.

1) Convert all uppercase characters to be lowercase.
2) Remove characters that are not in Thai and English language.
3) Remove URL patterns and usernames, which are usually meaningless for sentiment analysis.
4) Add a space (“ ”) between Thai and English character, which is usually a word boundary.
5) Replace a sequence of duplicated spaces with one space.

B. Ensemble with Different Word Segmentation Algorithms

In this section, trained models are applied with ensemble methods, as shown below. The ensemble model is constructed from different tokenizers and models, as shown in Figure 1. The weighted average of the two probability is calculated from the output probability of each ensemble model.

\[ P = \alpha * p_1 + (1 - \alpha) * p_2 \]  

In Eq. 1, \( P \) denotes the output probability of the ensemble model. Meanwhile, \( p_1 \) and \( p_2 \) are the prediction probabilities given from different combinations of tokenizers and models. \( \alpha \) is determined for weighting between two probabilities where \( 0 \leq \alpha \leq 1 \).

C. Noise-filtering algorithm for imbalanced dataset

This section describes the noise-filtering algorithm used in the paper. The applied algorithm is inspired by Co-training [13]. However, instead of using the algorithm to label the unlabelled data, the algorithm is used to re-label the labelled data.

The algorithm is illustrated in Algorithm 1. \( m_1 \) and \( m_2 \) are the models trained from different aspects such as architectures or tokenizers. \( \tau \) is the optimal threshold for relabeling the neutral instance. The threshold is tuned to obtain the best macro-F1 score whereas \( \tau \in \{0.05, 0.10, 0.15, ..., 1.00\} \). \( p_{\text{class}} \) is the probability for identical class given from averaging of probabilities of \( m_1 \) and \( m_2 \).

IV. EXPERIMENTAL SETUP

The processes of setting and conducting experiment are explained in this section.

A. Model

In the experiments, Hierarchical attention neural networks (HAN) [5], and the convolutional neural networks (CNN) [4] are used with their weights initialized randomly. Early stopping is also used to avoid overfitting problem based on macro-F1 of validation dataset. Moreover, Adam optimizer [14] with 0.001 initial learning rate is used to optimize the categorical cross-entropy loss. In our experiments, AllenNLP framework is used for implementing the models [15].

Moreover, for both CNN and HAN models, the input is a sequence of 200 embedded words. Each word is embedded into a vector with 256 dimensions without pre-trained word embedding before being dispatched into the models. Each model maps input text to sentiment class probabilities.

The architecture of CNN, which is proposed for text classification [4], is shown in Figure 2. In this work, CNN has three branches of convolutional layers with max pooling. Before applying max-pooling operation, ReLU [16] have been applied to the feature maps output of every convolutional layer. The convolutional layer in each branch has 50 filters with different kernel sizes; 3x256, 4x256 and 5x256. The filters outputs from different branches are concatenated and flattened into a single vector. Then the vector is passed through a softmax layer to get sentiment class probabilities.

Meanwhile, Figure 3 illustrates the architecture of HAN for text classification. In the model, the sequence of word vectors is dispatched into bidirectional GRU with 128 nodes. Then, the attention mechanism (at word level) is applied to create a sequence of 200 vectors with 256 dimensions. After that, the vectors are forwarded into bidirectional GRU and attention mechanism (at the sentence level) with the same procedure and finally projected into a vector used for classification via a softmax layer to retrieve the class probabilities.

Algorithm 1: Noise-filtering algorithm for sentiment analysis dataset

**Input:** \( m_1 \): 1st model to be used as filter, \( m_2 \): 2nd model to be used as filter, \( U \): train dataset

**Output:** \( m \): model after being applied noise-filtering algorithm

```plaintext
/* train \( m_1 \) and \( m_2 \) on \( U \) */
\( m_1 \leftarrow \text{train}\_\text{model}(U); \)
\( m_2 \leftarrow \text{train}\_\text{model}(U); \)

/* Loop to relabel an instance */
for \( x \in U \) do
    if \( x \) is “neutral” then
        /* average probabilities from models */
        \( p_1 \leftarrow \text{\( m_1 \).predict}(x); \)
        \( p_2 \leftarrow \text{\( m_2 \).predict}(x); \)
        \( p_{\text{neutral}}, p_{\text{positive}}, p_{\text{negative}} = (p_1 + p_2)/2; \)
        /* relabel an instance with probability lower than the threshold */
        if \( p_{\text{neutral}} \leq \tau \) then
            \( x \leftarrow \text{max}(P_{\text{positive}}, P_{\text{negative}}) \)
        end
    end

end

/* train model with the relabeled dataset */
\( m \leftarrow \text{train}\_\text{model}(U); \)
```

Figure 2. Convolutional neural networks for text classification [4]
Figure 3. The architecture of Hierarchical Attention Networks (HAN) [5]

B. Dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of Sample</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>267,397</td>
<td>82.73</td>
</tr>
<tr>
<td>Positive</td>
<td>14,769</td>
<td>4.56</td>
</tr>
<tr>
<td>Negative</td>
<td>41,030</td>
<td>12.69</td>
</tr>
</tbody>
</table>

The dataset is collected from social media platforms such as Facebook and Twitter. The 323,196 samples of them are conducted in this experiment and manually labelled by human annotators. The labels are “neutral”, “positive” and “negative” of which distributions are shown in Table I.

This dataset contains neutral instances for more than 80%, which causes imbalanced data issue. Most instances are annotated as neutral due to two reasons. First, the data set contains a large portion of advertisement, blogs, and news (which are normally written with unbiased contents). Second, some instances that are not related to the target domain are considered neutral regardless of any positive and negative meaning.

In the experiments, the dataset is divided into train set, validation set, and test set with proportion 80%, 10%, and 10% respectively. The validation set is used for hyperparameter tuning and performing early stopping.

C. Evaluation metric

\[
\text{precision}_{class} = \frac{\text{True positive}}{\text{True positive} + \text{False positive}}
\]

\[
\text{recall}_{class} = \frac{\text{True positive}}{\text{True positive} + \text{False negative}}
\]

\[
F^1_{class} = \frac{2 \cdot \text{precision}_{class} \cdot \text{recall}_{class}}{\text{precision}_{class} + \text{recall}_{class}}
\]

\[
F^1_{\text{macro}} = \frac{F^1_{\text{neutral}} + F^1_{\text{positive}} + F^1_{\text{negative}}}{3}
\]

For all experiments, the models are evaluated based on macro-F1 as each class is treated equally, as shown in Eq. 2. The reported score is the average macro-F1 calculated from three models, which are initialized with different random seeds.

V. RESULTS AND DISCUSSIONS

This section presents the experimental results and discusses the effect of the three proposed ideas on the results.

A. Effect of our text preprocessing on metrics

Text preprocessing is applied toward different combinations of models and tokenizers. The results are shown in Table II which text preprocessing enhances the model macro-F1 in all combinations of models and tokenizers. The models with text preprocessing improve slightly on average macro-F1 score (0.60%). Especially, HAN with KBTGTK gains 1.37% macro-F1 improvement from text preprocessing.

B. Ensemble with different tokenizers

In this experiment, the models that are used for assembling are selected with three different aspects. First, the models, which are assembled, use the same architecture and tokenizer, but they are trained with different random seeds. Second, the ensemble model is constructed from the models with different tokenizers but with the same architecture. Finally, the models with different architectures and tokenizers are assembled.

From Table II, the ensemble model with identical word segmentation algorithms (NEWMM + NEWMM and KBTGTK + KBTGTK) slightly improves the macro-F1 in both models. When NEWMM + NEWMM is applied, the macro-F1 scores are improved from 71.95% to 72.91% (+ 0.96%) in CNN and 70.85% to 71.25% (+ 0.40%) in HAN. Meanwhile, the macro-F1 scores of the model with KBTGTK + KBTGTK is raised from 70.63% to 71.45% (+ 0.82%) in CNN and 71.25% to 71.75% (+ 0.50%) in HAN.

Moreover, two different word segmentation algorithms are also assembled. The ensemble model with NEWMM + KBTGTK achieves better accuracy in term of the averaged macro-F1, increased from 71.75% to 72.89% (+1.14%) in HAN and 72.91% to 73.06% (+0.15%) in CNN. This result shows that the model exploits the benefit of both tokenizers (NEWMM and KBTGTK). The input, which is tokenized by NEWMM, is ensured that the given words are found in the dictionary.
Table II
THE RESULTS OF TEXT PROCESSING AND ENSEMBLE USED IN EXPERIMENTS

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Tokenizer 1</th>
<th>Model 1</th>
<th>Tokenizer 2</th>
<th>F1 macro</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Preprocessing</td>
</tr>
<tr>
<td>HAN</td>
<td>NEWMM -</td>
<td>KBTGTK</td>
<td>-</td>
<td>70.71</td>
</tr>
<tr>
<td></td>
<td>KBTGTK -</td>
<td>NEWMM</td>
<td>HAN</td>
<td>71.56</td>
</tr>
<tr>
<td></td>
<td>NEWMM -</td>
<td>KBTGTK</td>
<td>-</td>
<td>70.30</td>
</tr>
<tr>
<td></td>
<td>KBTGTK -</td>
<td>NEWMM</td>
<td>HAN</td>
<td>71.95</td>
</tr>
<tr>
<td>CNN</td>
<td>NEWMM -</td>
<td>KBTGTK</td>
<td>-</td>
<td>71.55</td>
</tr>
<tr>
<td></td>
<td>KBTGTK -</td>
<td>NEWMM</td>
<td>HAN</td>
<td>70.01</td>
</tr>
<tr>
<td></td>
<td>NEWMM -</td>
<td>CNN</td>
<td>KBTGTK</td>
<td>72.47</td>
</tr>
<tr>
<td></td>
<td>KBTGTK -</td>
<td>CNN</td>
<td>KBTGTK</td>
<td>70.97</td>
</tr>
<tr>
<td>HAN</td>
<td>KBTGTK -</td>
<td>CNN</td>
<td>NEWMM</td>
<td>72.90</td>
</tr>
</tbody>
</table>

Table III
THE RESULTS OF APPLYING NOISE-FILTERING ALGORITHM FOR IMBALANCED DATASET USED IN EXPERIMENTS

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 macro</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Pre - NF</td>
</tr>
<tr>
<td>HAN + KBTGTK</td>
<td>70.71</td>
</tr>
<tr>
<td>CNN + NEWMM</td>
<td>71.55</td>
</tr>
<tr>
<td>Ensemble Model</td>
<td>72.90</td>
</tr>
</tbody>
</table>

Note: Pre denotes preprocessing process. Meanwhile, NF denotes noise filtering process.

Meanwhile, the Out-of-Vocabulary (OOV) words are handled by KBTGTK. Thus, utilizing NEWMM and KBTGTK could enhance the robustness and diminish errors caused by each tokenizer.

In addition, CNN and HAN are assembled together as the ensemble model to gain a higher macro-F1 score. For word segmentation, the tokenizer that is combined with each model and achieves the higher macro-F1 score is selected. NEWMM is selected for CNN. Meanwhile, HAN is used with KBTGTK. The ensemble model achieves the highest averaged macro-F1 at 73.67%.

C. Noise-filtering algorithm for imbalanced dataset

In this experiment, the best ensemble model given the best results (HAN + KBTGTK and CNN + NEWMM) is used as the model for reducing noise in the proposed noise filtering algorithm. The improvements of various models are noticeable after applying our noise-filtering algorithm. In Table III, the results show that the models with noise filtering improve slightly on macro-F1 from 72.67% to 72.69% in the ensemble model. Also, the improvement of the individual models (HAN + KBTGTK and CNN + NEWMM) are measured, after the noise-filtering algorithm is applied. The macro-F1 of HAN with KBTGTK tokenizer improves from 70.85% to 71.51%.

Meanwhile, the macro-F1 of CNN with NEWMM tokenizer increases from 71.95% to 72.44%.

Furthermore, the label distribution after relabelling by the noise filtering is examined and shown in Table IV. The label distributions of both models with noise-filtering are changed in a similar way. The number of neutral instances decreases while the numbers of other label instances increase. These results demonstrate subjectivity in sentiment analysis labelling tasks.

In the data set, some instances not related to the target domain are annotated as neutral regardless of positive and negative keywords. For instance, “สิ้นค่ำ ถูกต้อง 4 หนักกว่าคิต้าไก่ตราหน้าในพบ” is annotated as neutral because the instance is about a released video and is not related to the target domain (i.e., finance). However, the word “สิ้น” is obviously a negative keyword, Therefore, the trained model is easily confused with these conflicting neutral instances. After integrating label noise-filtering, these neutral instances are re-labelled as positive and negative. This leads to a decrease in the number of neutral instances as shown in Table IV.

By performing label-noise filtering, the model can focus on sentiment keywords and ignore the bias from the annotators.

Table IV
DISTRIBUTION OF TRAINING DATASET (BEFORE AND AFTER APPLYING NOISE-FILTERING)

<table>
<thead>
<tr>
<th>Model</th>
<th>Tokenizer</th>
<th>α</th>
<th>Class</th>
<th>Percentage (before → after)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAN</td>
<td>KBTGTK</td>
<td>0.60</td>
<td>neutral</td>
<td>82.73 → 78.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>positive</td>
<td>4.56 → 5.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>negative</td>
<td>12.70 → 15.17</td>
</tr>
<tr>
<td>CNN</td>
<td>NEWMM</td>
<td>0.50</td>
<td>neutral</td>
<td>82.73 → 80.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>positive</td>
<td>4.56 → 5.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>negative</td>
<td>12.70 → 14.23</td>
</tr>
</tbody>
</table>
Moreover, the imbalanced data issue is also cured by this process. As a result, the model improves marginally.

D. Overall improvement of the model

In Table III, the model with the combination of all proposed contributions reaches 73.69% macro-F1, which is the highest performance among all models in the experiment. To evaluate the model (HAN + KBTGTK and CNN + NEWMM) and models with none of the three proposed contributions are considered as baseline models. The macro-F1 of the model improves by 2.98% and 2.14% compared to HAN + KBTGTK and CNN + NEWMM baseline models, respectively.

VI. CONCLUSION

In this paper, three contributions were conducted to improve sentiment analysis. First, five steps of text preprocessing were applied to reduce input noise. After getting rid of the noise, the macro-F1 score of each model improved 0.60% on average. Second, the ensemble model with different tokenizers was also proposed to tolerate the error produced by a single tokenizer. The result showed that assembling two tokenizers (NEWMM and KBTGTK) could improve the macro-F1 of HAN and CNN by 1.14% and 0.15%, respectively. Moreover, by combining two models (HAN and CNN), the macro-F1 increased from 73.06% to 73.67%. Finally, to address the subjectivity of sentiment analysis task, the labelled noise was handled by a noise-filtering algorithm. The model gains the improvement of macro-F1 at 0.58%. The model that contains all three contributions yielded 2.98% and 2.14% improvement on macro-F1 for HAN and CNN, respectively.

However, the model described in this paper could be further integrated with intention classifiers. Therefore, intention and sentiment could be an automated system for social listening that can evaluate the branding image of products and companies.
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A Classification Model for Thai Statement Sentiments by deep learning techniques

Abstract—At present, many organizations realized the importance of sentiment analysis for consumer reviews. The positive and negative comments can help to evaluate the user satisfaction of products and services to control and improve their qualities. In addition, the deep learning techniques are very interesting methods for current researches in the data mining field. Therefore, this research studied on the deep learning techniques to analyzed user reviews and comments from the TripAdvisor advisor website. To begin with, Thai user comments in four categories: hotels, restaurants, tourist attractions, and airlines were collected and tested on the combination of two basic deep learning technique that are convolutional neural network and long-short term memory. All user comments were divided into individual statements to classify into three groups: positive feelings, negative feelings, non-expressed feelings or neutrality. The research results found that the best classification model is the combination of three convolutional neural networks with 32, 64, and 128 filters, respectively, and the kernel size of 2 equal to the three components. Moreover, the performance of the proposed classification model was evaluated by the accuracy and the precision values were higher than 80% in all groups.

Keywords—sentiment analysis, sentiment classification model, convolutional neural network

I. INTRODUCTION

Information is available in a variety form with different contents at present. One of them is the subjective statement, which has a lot of content on the internet. That information can be used in many ways, such as creating recommendation systems, sentiment analysis, and other data mining systems about consumer satisfaction. In addition, many organizations perceive the importance of analyzing feelings from messages, because if user comments or opinion can be separated into positive or negative messages, it can be the benefit of controlling the product quality or maintaining the service quality, including improving the quality of products or services.

One way of the implementation of sentiment analysis system from texts is using the machine learning techniques with the sentiment corpus, that contains a word list expressing positive and negative feelings. However, it is difficult to identify every sense of the whole words in a sentence. Then, building the classification model for determining the sense of the messages will be benefit for generating useful information from positive or negative feeling automatically. A statement or a message can be classified into three categories: messages expressing positive feelings, messages displaying negative feelings, and messages that do not show feelings or neutral messages.

There are some researches about the sentiment analysis in Thai. The article [1] used the deep learning techniques: Dynamic Convolutional Neural Network (DCNN) and Long-Short Term Memory (LSTM) to classify the Thai Twitter messages (tweets). In addition, the accuracy of result classification by these two deep learning techniques is compared to the classical machine learning techniques: Naïve Bayes, Support Vector Machines (SVMs), and Maximum Entropy. The results were shown that the accuracy of both deep learning techniques is higher than that of NBs and SVMs, but less than ME. On the other hand, the study [2] collected and analyzed a set of tweets [3] in Thai using three machine learning techniques to classify the sentiments of messages. This research discovered tweets based on time duration and used Latent Dirichlet Allocation (LDA) to mention the messages topics. The performance of sentiment classification from all these machine learning techniques which are Naïve Bayes, SVMs, and Maximum Entropy, are very high. All evaluated values: the accuracy, the precision of positive and negative messages, and the recall of both classes are more than 95%, including the F-measure score.

The next related paper [4] about Thai sentiments analyzed Thai user reviews of two mobile applications from Google Play Store which are a virtual keyboard app called "แกน (Mae Maen)" and an online TV app named “H-TV”. To analyze aspects (the topics of messages) with sentiment words, this work applied the natural language processing technique and the lexicon-based approach that are SentiWordNet [5] a Thai-English dictionary called LEXITRON [6]. Additionally, Latent Dirichlet Allocation (LDA) were used to discover the aspect. However, one limitation of this sentiment analysis was depending on words in SentiWordNet and LEXITRON. To solve this problem, another research [7] implemented the sentiment analysis application on English tweets about skin care products using combining the machine learning algorithms with the word information in SentiWordNet. Naïve Bayes and SVMs are two machine learning techniques for identifying the positive or negative tweets. Then, the levels of positive and negative emotion in messages were separated into five levels: very positive, positive, neutral, negative, very negative. The performance of result classification is calculated by the accuracy, the precision, and the recall rate, and all evaluated values are more than 75%.

The last interesting paper about sentiment analysis is the article [8], which is a review of sentiment analysis using the deep learning. There are various artificial neural networks that were deployed to predict the sentiments on different datasets, i.e., images from Twitter, tweets, micro-blog comments, movie reviews, hotel reviews, reviews from
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Amazon, news, and political articles. The examples of these deep learning techniques are a CNN, a Recursive Neural Network (RNN), a Deep Neural Network (DNN), LSTM, a Probabilistic Neural Network (PNN), and the combination of them. The paper concluded that the deep learning techniques can apply to solve the variety of problems. Moreover, some results of the sentiment analysis had the high accuracy.

For all previous reasons, our research developed the classification model by two basic deep machine learnings for Thai sentiment analysis. The artificial neural networks in the form of CNN and LSTM were tried and tested on Thai statements of reviews for identifying the sentiments. All statements were divided into three categories: messages that express positive feelings, messages that present negative feelings, and messages that do not display feelings or neutral statements.

II. BACKGROUND KNOWLEDGE

A. Thai Sentiments

In every language, there are words that can express emotions and feelings in positive and negative sentiments. The examples of these words are น่าดี (fear) น่ารำคาญ (anger) น่าดี/รำคาญ (annoyance) น่าจะเป็น (yungyak-lambak) (difficulty) น่าจะดี (sadness) น่าจะไม่ดี (dislike) น่าจะดี (freshness) น่าจะดี/รำคาญ (annoyance) น่าจะดี/ดี (happy) น่าจะดี/ดี (confidence) น่าจะดี/ดี (cheerful). The consumers’ opinions on products or services can be analyzed to positive or negative comments by word sentiments. The positive words can mean users feel satisfied or agree with that, while the negative words can show the feeling that they are not satisfied or do not agree with that.

B. Machine Learning and Deep Learning

The machine learning is a system or a program to learn and solve problems or make decisions by itself automatically. Most of applications have to use a lot of information as training data to train systems or programs to make decisions and give answers correctly using creating models for solving problems. Therefore, unlike traditional systems or programs, there are input data which will be proceeded to generate output data or to get answers. The machine learning techniques use input with answers for training to create models and serve models to find answers [9]. One of the machine learning techniques, which is the current famous learning, is called the deep learning.

The deep learning is the artificial neural network, which simulates the process of the neural network in the human brain (each neuron is connected by a nerve). There are three main parts that are 1. the input layer 2. the hidden layer 3. The output layer (the neurons that send the data after processing). Each part is linked by artificial nerves with individual weight connected by multiple layers of the nervous system as shown in Fig. 1. There are many nodes in hidden layer which calculate the values according to the specified activation function. Nodes in different layers are connected by signal lines with their weight to control the flow of data between the connected nodes. Therefore, the learning of the artificial neural network is caused by adjusting the weight of each signal line to be suitable for the transmitted information and the answer output [10].

The weight of each signal will be adjusted according to each loss of an output or a result. The derivatives of the loss values are compared to the derivatives of the results to calculate values for adjusting the weight using the non-linear equation/function. In addition, there is a variety of optimization algorithms that helps to calculate and adjust each weight of signal lines in the artificial neural network. In our research, there are two interesting types of the artificial neural network, which are CNNs and LSTM neural networks, used in the fields of sentiment analysis. CNNs can classify words or statements in the form of text format [11] and LSTM neural networks are able to capable of supporting time series data in which text-based information consists of a sequence of words, e.g. resulting in a sentence, a clause or phrase [12].

CNNs can distinguish features of data into smaller features as sub-characteristics by using comparative calculations. Filters and the kernel are implemented to pull out the interesting features. Normally, one filter with the kernel will pull out one of the focused features, so multiple filters work together for extracting characteristics of data. LSTM is also one of the recurrent neural networks, which is created to simulate the patterns of peoples’ memory with limited memory capacity. When new events come into memory, the brain will choose to remember or not, thus LSTM can support sequential data.

C. Evaluation of the deep learning in Sentiments

The deep learning is often used for problems with large data sets. Therefore, an effective test is needed to evaluate the performance of the model in invisible data and compare the performance with other configurations reliably. In general, all data will be divided into training dataset, validation dataset and test dataset as shown in Fig. 2 [13].

Moreover, sentiments can be separated into three categories that are positive, negative, and neutral. The predictive data may be different from the actual data, and the result of classification may be correct or incorrect. A confusion matrix of three class, which displays the comparison of actual classes and predicted classes among all classes, is represented in Table I. A, E, and I data values are correctly predicted sentiments for positive, negative, and neutral classes, respectively. The performance evaluation values that are accuracy, precision and recall will be calculated by equations in Table II.
Furthermore, the overall of classification performance will be denoted by $F1$ score and calculated by (1).

$$F1 Score = \frac{2 \times (Precision \times Recall)}{(Precision + Recall)}$$  \hspace{1cm} (1)$$

### III. A PROPOSED CLASSIFICATION MODEL

#### A. Data Collection

Messages from the web system of TripAdvisor (https://th.tripadvisor.com [14]) were collected to develop the sentiment classification model. This system is popular for Thai people to find accommodation, restaurants, tourist attractions, and airline services. The system allows users to freely review about various places and services. In addition, all comment messages were categories into different groups. Our research focused on four categories that are hotels, restaurants, and airlines. A total of collected statements are 12,596 messages. These statements are divided into 3 sentiment labels which are positive (label 0), negative (label 1), and neutral (label 2) as shown in Table III. The examples of positive comments are displayed in Fig 3.

#### B. Data Analysis

To test on the various combination of CNN and LSTM neural networks, 7,200 statements of four categories (1,800 statements per each category: hotels, restaurants, tourist attractions, and airlines) were randomly selected in the same ratio of sentiment labels (600 messages per each sentiment and each group) as the balanced training data for generating classification model. After that, the word segmentation was performed by a Thai tokenization library called deepcut [15]. This library extracts words in the form of a token array as expressed in Fig 4. Then, all unique tokens were converted to specific numbers that are the number 1 to the number 7,240, so there are 7,240 unique words from 7,200 statements and Fig. 5 shows the examples of unique words with their specific numbers.

#### C. Experiments for Selecting Deep Learning Techniques

In our research, there are many experiments to build the classification model by the combination of CNN and LSTM neural networks. All 7,200 data were randomly separated into 5,400 training data and 1,800 validation data. The efficiency by calculated accuracy in Table II with 4-fold cross validation and the average running time of learning for predicting validation data are applied to select the suitable deep learning techniques. The combination of CNN and LSTM with the higher percentage of accuracy mean the more effective classification. If there are similar percentages of accuracy, the one that takes less time to learn is more effective.

---

**Table I. A Confusion Matrix**

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
<td>A</td>
</tr>
<tr>
<td>Negative</td>
<td>D</td>
</tr>
<tr>
<td>Neutral</td>
<td>G</td>
</tr>
</tbody>
</table>

**Table II. The Performance Evaluation Values**

<table>
<thead>
<tr>
<th>Table Head</th>
<th>Table Column Head</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Precision</td>
</tr>
<tr>
<td>Positive</td>
<td>A/(A+B+C)</td>
</tr>
<tr>
<td>Negative</td>
<td>E/(E+F)</td>
</tr>
<tr>
<td>Neutral</td>
<td>I/(I+G+H)</td>
</tr>
</tbody>
</table>

**Table III. All Collected Data**

<table>
<thead>
<tr>
<th>Category</th>
<th>Class Label</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotels</td>
<td>Positive</td>
<td>1,544</td>
</tr>
<tr>
<td>Restaurants</td>
<td>Negative</td>
<td>1,183</td>
</tr>
<tr>
<td>Tourist Attractions</td>
<td>Neutral</td>
<td>713</td>
</tr>
<tr>
<td>Airlines</td>
<td>Total</td>
<td>3,440</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>1,401</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>713</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>920</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3,034</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>1,286</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>723</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>1,027</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3,036</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>1,470</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>636</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>980</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>3,086</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>5,701</td>
</tr>
<tr>
<td></td>
<td>3,255</td>
<td>3,640</td>
</tr>
<tr>
<td></td>
<td>12,596</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 3. Examples of positive comments**

**Fig. 4. Example of word segmentation results**

```
```
Initially, a single artificial neural network was built using CNN that there are two important values to adjust for more accurate predictions:

- The number of filters is the number of considered features to be desired from the data.
- The size of the kernel is the width of the kernel that will be used to find the feature.

The symbol CNN (the number of filters, the size of the kernel) is represented to the convolutional neural network with specific filter and kernel values, e.g., CNN(32,2) means the one-dimensional CNN with 32 filters and a kernel size of 3. The deep learning needs to enter the same amount of input features, and there is the suggestion of the deep learning that the number of input data should be greater than or equal to the maximum number of words contained in statements for model training. Therefore, our experiments of selecting deep learning techniques tried on the input data at 100 words and 150 words for each sentence of 7,200 experimental statement data. The results of testing on the number of input nodes are shown in Table IV.

<table>
<thead>
<tr>
<th>Models</th>
<th>Percentage of Accuracy / time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(32,1) 100 input</td>
<td>80.68% / 237 s</td>
</tr>
<tr>
<td>CNN(32,1) 150 input</td>
<td>80.29% / 278 s</td>
</tr>
<tr>
<td>CNN(32,2) 100 input</td>
<td>81.17% / 277 s</td>
</tr>
<tr>
<td>CNN(32,2) 150 input</td>
<td>81.31% / 329 s</td>
</tr>
</tbody>
</table>

According to Table IV, the number of input data nodes was specified as the number 100 because of shorter processing time with the similar percentage of accuracy. Therefore, messages with fewer words than the number of input nodes were filled with the number 0 in front of the unique number of word tokens equal to the amount of data imported to the model as shown in Fig. 6. On the other hand, only the first 100 word-tokens of the statement with the length more than 100 words were imported to be input data.

![Fig. 6. Example of input data of one statement.](image)

Most of the CNN applications used a kernel size of 3 [12], so the different number of filters were run with a fixed kernel size to find the suitable number of filters. The best filter value was 32 as displayed result in Table V. After getting the right number of filters, then there were experiments to find the right kernel size again as shown in Table VI.

<table>
<thead>
<tr>
<th>Models</th>
<th>Percentage of Accuracy / time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(16,3)</td>
<td>78.95/334</td>
</tr>
<tr>
<td>CNN(32,3)</td>
<td>80.57/358</td>
</tr>
<tr>
<td>CNN(64,3)</td>
<td>80.45/396</td>
</tr>
<tr>
<td>CNN(128,3)</td>
<td>80.50/442</td>
</tr>
</tbody>
</table>

Referring to Table VII, there were tests for changing both filter and kernel size values of the double layered CNNs. The double layered CNNs with the highest accuracy and the lowest processing time was the first layer CNN(32,2) connected to the second layer CNN(64,2). There was one observation that the increasing filter values and changing in kernel sizes for the second layer did not get the better performance. Consequently, the third layer of CNN with an increase in filters were implemented. The result found that the triple layered CNNs with the number of filters 32, 64, and 128, respectively using a kernel size of 2 can classify the sentiments most effectively. In addition, the 4 layered CNNs with the number of filters equal to 32, 64, 128, and 256 were tested, but the percentage of accuracy was less than 82% with longer processing time. Therefore, the experiments on multiple layered CNNs were stopped to test on the LSTM neural network.

For the LSTM neural network, the number of memory cells is only one value that affects the accuracy. The symbol LSTM (the number of memory cells) is represented to the LSTM neural network with specific memory cell values, e.g. LSTM(1) means the LSTM neural network that has one memory cell. The result of testing on adjusting the number of memory cell for the LSTM neural network was shown in Table VIII. The single LSTM neural network with two memory cells got the best performance.

<table>
<thead>
<tr>
<th>Models</th>
<th>Percentage of Accuracy / time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM(1)</td>
<td>59.50/619</td>
</tr>
<tr>
<td>LSTM(2)</td>
<td>73.92/617</td>
</tr>
<tr>
<td>LSTM(3)</td>
<td>69.80/627</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>Percentage of Accuracy / time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(32,1)</td>
<td>80.68/237</td>
</tr>
<tr>
<td>CNN(32,2)</td>
<td>81.17/277</td>
</tr>
<tr>
<td>CNN(32,3)</td>
<td>80.57/358</td>
</tr>
</tbody>
</table>
Although the combination of triple layered CNNs and the LSTM with 12 memory cells had the highest performance (82.20% of accuracy), this technique for generating classification model took a long time for processing. So, the triple layered CNNs with the number of filters equal to 32, 64, and 128, respectively using a kernel size of 2 were selected to create the sentiment classification model.

D. Model Development

The implementation of the proposed deep learning technique uses the Jupyter Notebook[16] (python editor) and the Keras library [17] (deep learning library) to generate Thai sentiment classification model.

IV. EXPERIMENTAL RESULTS

The evaluation of proposed deep learning technique was separated into two processes. The first process was the performance of sentiment classification on the validation data, and the second process was on the testing data. Therefore, all collected data were divided into 3 parts which are training data for generating the model, validation data for checking the efficiency of the model and testing data for evaluating the performance of the model on unseen data. All collected 12,596 messages were separated into 15% of testing data (1,890 messages), and 85% of training data with validation data (10,706 messages). In addition, the ratio of training data and validation data was 80:20, so there were 8,564 training statements and 2,142 validation statements. The categories of data are shown in TABLE XI.

The results of classifying the sentiments of statements on validation data and testing data in the form of a confusion matrix were represented in TABLE XII and TABLE XIII, respectively. The performance of classification model on validation data and testing data were demonstrated on TABLE XIV and TABLE XV, respectively.

### TABLE IX. RESULTS OF TESTING ON DOUBLE LAYERED LSTM

<table>
<thead>
<tr>
<th>Models</th>
<th>Percentage of Accuracy / time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM(2)+LSTM(1)</td>
<td>61.99/872</td>
</tr>
<tr>
<td>LSTM(2)+LSTM(2)</td>
<td>69.25/876</td>
</tr>
<tr>
<td>LSTM(2)+LSTM(3)</td>
<td>72.75/917</td>
</tr>
<tr>
<td>LSTM(2)+LSTM(4)</td>
<td>68.37/961</td>
</tr>
</tbody>
</table>

According to TABLE VIII and IX, the highest accuracy of multiple LSTM neural network was about 70% with taking long processing time. Therefore, the experiments on the combination of CNN and LSTM neural networks were run to find the suitable deep learning technique for sentiment classification. The results of some experiments on various combination of CNN and LSTM were demonstrated on TABLE X.

### TABLE X. RESULTS OF TESTING ON THE COMBINATION OF CNNS AND LSTM

<table>
<thead>
<tr>
<th>Models</th>
<th>Percentage of Accuracy / time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN(32,2)+LSTM(1)</td>
<td>62.03/538</td>
</tr>
<tr>
<td>CNN(32,2)+LSTM(2)</td>
<td>76.05/574</td>
</tr>
<tr>
<td>CNN(32,2)+LSTM(3)</td>
<td>77.07/546</td>
</tr>
<tr>
<td>CNN(32,2)+LSTM(10)</td>
<td>78.99/553</td>
</tr>
<tr>
<td>CNN(32,2)+LSTM(11)</td>
<td>80.01/542</td>
</tr>
<tr>
<td>CNN(32,2)+LSTM(12)</td>
<td>78.61/559</td>
</tr>
<tr>
<td>CNN(32,2)+LSTM(15)</td>
<td>77.68/567</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+LSTM(11)</td>
<td>78.70/608</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+LSTM(13)</td>
<td>78.90/616</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+LSTM(15)</td>
<td>79.55/689</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+LSTM(20)</td>
<td>79.28/668</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+CNN(128,2)+LSTM(1)</td>
<td>32.27/711</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+CNN(128,2)+LSTM(2)</td>
<td>68.55/722</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+CNN(128,2)+LSTM(3)</td>
<td>68.69/711</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+CNN(128,2)+LSTM(5)</td>
<td>78.05/701</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+CNN(128,2)+LSTM(10)</td>
<td>81.02/752</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+CNN(128,2)+LSTM(12)</td>
<td>82.20/805</td>
</tr>
<tr>
<td>CNN(32,2)+CNN(64,2)+CNN(128,2)+LSTM(13)</td>
<td>80.88/771</td>
</tr>
<tr>
<td>LSTM(2)+CNN(32,2)+CNN(64,2)+CNN(128,2)</td>
<td>80.01/784</td>
</tr>
<tr>
<td>LSTM(2)+CNN(32,2)</td>
<td>79.47/713</td>
</tr>
<tr>
<td>LSTM(2)+CNN(64,2)</td>
<td>79.74/641</td>
</tr>
<tr>
<td>LSTM(2)+CNN(128,2)</td>
<td>74.36/671</td>
</tr>
<tr>
<td>LSTM(2)+CNN(32,1)</td>
<td>75.11/602</td>
</tr>
<tr>
<td>LSTM(2)+CNN(32,3)</td>
<td>78.01/672</td>
</tr>
<tr>
<td>LSTM(2)+CNN(32,2)+CNN(64,2)</td>
<td>76.39/698</td>
</tr>
</tbody>
</table>
According to TABLE XIV and XV, the classification model has the best performance on the positive statements in both the validation data and the testing data. All evaluation values (accuracy, precision and recall) of positive class are about 85% and higher. In the same way, there are good classification performance for the negative statements because all evaluation values are higher than 80%. All F1 score values are greater than 0.75 for all data groups, that means the overall performance of classification model is good in precision and recall rates. Therefore, the result can be concluded that the proposed model is able to classify the sentiments of statements effectively.

V. CONCLUSION

The proposed deep learning technique for identifying statement sentiments is the combination of triple layered CNNs which has filters of 32, 64 and 128 respectively, with the same kernel size of 2 in all three layers. The implementation was developed by Python language on the Jupiter Notebook and Keras library. The performance of classification model was evaluated by two confusion matrices on validation and testing data set. The result found that positive and negative statements can be classified exactly with all evaluation values more than 80% and some values up to 90%.

### TABLE XIV. THE PERFORMANCE OF CLASSIFICATION ON VALIDATION DATA

<table>
<thead>
<tr>
<th>True Label</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>84.50%</td>
<td>87.16%</td>
<td>90.39%</td>
<td>0.89</td>
</tr>
<tr>
<td>Negative</td>
<td>81.18%</td>
<td>82.36%</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>83.22%</td>
<td>77.67%</td>
<td>0.80</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE XV. THE PERFORMANCE OF CLASSIFICATION ON TESTING DATA (UNSEEN DATA)

<table>
<thead>
<tr>
<th>True Label</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>84.55%</td>
<td>87.83%</td>
<td>89.37%</td>
<td>0.89</td>
</tr>
<tr>
<td>Negative</td>
<td>81.38%</td>
<td>87.42%</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>82.13%</td>
<td>74.50%</td>
<td>0.78</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract—In recent nursing education, it is said that there is a big gap between the practical ability of novice nurses and the level required in clinical site, and it is required to enhance the practical experience of nursing students and improve the educational effect. This research focuses Leopold Maneuvers and clarify whether the palpation according to the textbook or not. The palpation according to textbook tends to examine with less pressure and slowly touching rather than applying excessive pressure. So quantitative evaluation of touch pressure can improve effective education of future nurses.

Index Terms—Maternity nursing education, Palpation training, Qualitative evaluate support, Pressure data analysis

I. INTRODUCTION

In recently years, the environment surrounding health care and medical is changing greatly, and various changes have occurred in the work contents of nurse staff [1]. For example, it is indispensable to improve the clinical practice ability of nursing staff in order for nursing staff to adopt appropriately to issues such as advances in medical technology and ensuring medical safety. In particular, novice nursing staff need organized and systematic efforts to improve their clinical practice skills [1]. The Japan Nursing Association also is aiming expansion of medical care and improvement of people’s life qualitatively, and quantitatively [2], but it is pointed out that there are differences in the achievement level of nursing skills because each school has set specific goals for achieving practical nursing skills until they graduate from basic nursing education. In addition, the scope and opportunities of nursing skills training for real patients tend to be limited so far [1], and problems such as ensuring nursing training facilities, education according to the learning ability of nursing students, and training of supervisors have been pointed out [3]. In particular, in maternity nursing on-site training, the number of facilities that can be used as on-site training facilities will be declining due to the recent declining birthrate in Japan [4] [5]. In the undergraduate process in nursing education, it is important that nursing students master basic skills to deepen their expertise throughout their lives [6], and exercises using simulated patients in basic nursing education have important educational effects such as accurately grasping the image of the subject of nursing [7] [8]. However, in one certain university, there are problems such as advices by a supervisor in simultaneous exercises by multiple nursing students and the lack of nursing students who can experience the exercises multiple times. Furthermore, in the achievement assessment of nursing practice ability required before graduation, it is important that the evaluation itself functions to improve and enhance the curriculum [6], but since the evaluation method during the exercise is generally qualitative, it is not easy for the supervisor to make all the nursing students understand the supervisor’s experience and sense of skill, and as a result, the educational effect varies among students. The training in basic nursing education is an important educational process for developing high-quality nursing staff. However, the various issues and current situation of nursing education described above show that effective teaching and evaluation for all nursing students is insufficient.

Therefore, in this research, we collected pressure data during palpation in an experiment simulating maternal nursing practice, and performed data analysis and statistical hypothesis test. We also discussed the usefulness of quantitative palpation technique evaluation and the possibility of improving educational effectiveness through quantitative evaluation.

II. REVIEW OF RELATED LITERATURE

A. Changes in hands pressure during palpation

Kaetsu et al. have researched the relevance between hand pressure and the posture of the nurse when changing the face-up position to lateral position [9]. On the experiment in this research, a pressure measuring films were used to measure hand pressure. If pressure measurement film is used to measure pressure, we can see the detailed maximum pressure of the
whole hand, while we cannot know the change in pressure over time.

The purpose of this research is to clarify the characteristics of how to use the finger palm during palpation, so we use a pressure sensor that can collect pressure data over time. In the experimental devices used in this research, multiple pressure sensors are fixed at specific positions on the finger palm, and the pressure of the finger palm during palpation can be collected from multiple positions over time.

B. Skills acquisition

Fukutani et al. have proposed the method that enables quantitative evaluation of qualitative evaluation in technical classes at junior high school [10]. Previous technical teachers had evaluated the work produced by students visually and qualitatively, and in their research, they proposed the quantitative evaluation method using smartphones. Although their method was able to confirm the effect of reducing the burden of teachers’ evaluation work, the teaching regarding skills and educational impact of teachers were not taken into account.

This research aims not only quantitative evaluation of nursing skills, but also to improve educational effects. We collect palpation data of nursing students and supervisors and analyze how to use the palms in palpation skills.

C. Understanding of own palpation

Hosozawa et al. have developed a system to support clinical nurses acquire efficient physical assessment skills [11]. In the system they proposed, a pressure sensor was attached to the abdominal simulator for nursing. In addition, the pressure distribution and the place where the center of gravity is operating are displayed on the display simultaneously with the image being palpated. It supports nursing students understand the abdominal position and pressure changes that experienced nurses palpate. However, in clinical site, it is necessary to be able to practice nursing skills suitable for each patient. Therefore, it is important that nursing students deeply understand how to use the finger palm during their palpation at the stage of palpation training, which are basic nursing education.

In this research, we decided to wear a pressure sensor on the finger palm as a method of collecting pressure data of the finger palm during palpation. By analyzing which fingers and palms were used during palpation, we aim for effective learning tailored to nursing students so that nursing students can deeply understand their own palpation.

III. DATA COLLECTION EXPERIMENT

A. Experiment conditions

The experimental environment is shown in Fig.1. We cooperated with Department of Nursing, School of Medicine in Kochi university for this experiment. The experiment is conducted in the environment shown Fig.1. There were a total of 20 subjects in this experiment, including 10 third-year undergraduate students, 6 second-year graduate students, and 4 faculty members at the university’s nursing department. All subjects are right-handed female and are physically and mentally healthy. On this experiment, the subjects who wear experimental devices conduct the experiment which assumed maternity training Leopold Maneuvers first phase and second phase in the university. The object of palpation is a doll modeled a pregnant women. In the first phase, each subject palpates upper abdomen of the doll by her both hands, and understand the presentation. The presentation is the positional relationship between the womb and the fetus. In the second phase, each subject palpates both side abdomen of the doll by her each hand, and understand the position of presentation. The position of the presentation is the orientation of the back or face of the fetus. The condition that height of the bed and the air pressure of the doll’s abdomen were also unified.

The goal of undergraduate students set by the university is that they can palpate according to the textbook. They have the knowledge regarding Leopold Maneuvers but do not experience the training of Leopold Maneuvers. So maturity nursing supervisor explained to them about the training in the same way actual the training in the university. Specifically, the explanation were brief reviews of the first and second phase of Leopold Maneuvers by verbal and white board, and observation of the supervisor’s performance. And we told them that the results of the experiment had no bearing on their future assessments. Also, all postgraduate students have high-level of training and practical experience.

Before the experiment, when the subject finished palpating the each phase, we asked her to give any sign such as “The first phase was finished” and we asked come off her hands from the doll at the same time. The subject stand left side, and she starts the palpation as the same time our sign. We record her palpation by video, and the start time of recording video, finish time of first phase and second phase.

B. Experiment Devices

The experimental devices is shown in Fig.2.

The subject wears a black waist pouch containing several microcomputers and fixes the 16 sensitive-pressure sensors to specific positions on both fingertips and palms. The sensitive-
pressure sensors used were 0.5 inch circular sensitive-pressure sensors from the company Spark Fun Electronics, and the Arduino UNO from the company Arduino were used as the microcomputers. The microcomputers send all the sensitive-pressure sensors’ value to a collecting computer every 30ms. We used an Apple MacBook as the collecting computer. The collecting computer saves the values sent from the microcomputers in CSV format.

The sensitive-pressure sensors is shown in Fig.2.

Fig. 2. The example of the palpation simulated the experience

In this paper, each position of the sensitive-pressure sensors are called as shown in the Fig.3. Specifically, the sensors attached to the fingertips are named “little”, “third”, “middle”, “index”, “thumb” in order from the little finger. And if the fingertip is of the left hand, “l-” is added to head to the fingertip’s name, on the other hand, if the fingertip is of the right hand, “r-” is added to head of the right fingertip’s name. Also, in the lower part of the little finger, the lower part of the middle finger, and the lower part of the thumb on the palm, if the position is on the left hand, “lp-” is added to the head of the name, on the other hand if the position is on the right hand, ”rp-“ is added to head of the name. There are 16 the sensors, 8 each in one hand, and paper white tape was used as the tape for fixing each the sensor. The position of each the sensor was united for each subject. The top of every fingertips’ sensors were fixed upper 5 millimeter position from each distal interphalangeal joint. The side of both palms’ sensor under little finger were fixed the position under 30 millimeter from the metacarpophalangeal joint of each little finger. The side of both palms’ sensor under middle finger were fixed the position under 7 millimeter from the metacarpophalangeal joint of each middle finger. The side of both palms’ sensor under thumb finger were fixed the position upper 20 millimeter from each wrist of both. The upper limit value that can be recorded by the sensor is 1023, but when the author applied a strong pressure to the sensor, the upper limit value was 900.

IV. RESULT OF THE ANALYSIS AND STATISTICAL HYPOTHESIS TEST

A. Analysis of the values collected

Before the data analysis, we pre-processed for data analysis accurately. First, the time of each value were adjusted to the multiple of 30 ms because the time of some value were not accurate record. Then, if there were the time not recorded, the time were complemented based on the before and after time, and the values were also complemented by the mean value of the before and after values. Next, we confirmed a few outlier caused by any problem of the experiment devices, so we confirmed the video and changed the value to 0. Finally, the value under 50 were changed to 0 for removal noises caused by the experiment devices.

For each subject, the total value of all fingertips and palms is used as the denominator and the value of each fingertip or palm is used as the numerator. The fingertip or palm which have largest rate of that ratio was defined as the “primary finger palm” of the fingertips and palms that was most used by the subjects during palpation. Also we considered it is the important thing that the combination between the position of each abdomen and number of hands if we defined the primary finger palm. In first phase, the subjects palpate upper abdomen by them both hands, on the another, in second phase, they palpate right abdomen by them left hand and left abdomen by right hand. So, we define the primary finger palm for each position of the abdomen. The primary finger palm of each subject is shown in Tab.I. Subjects starting with ‘b’ mean undergraduate students, subjects starting with ‘m’ mean postgraduate students, and subjects starting with ‘n’ mean supervisors.

The maximum value, average value, maximum rate of change, positive mean rate of change, negative mean rate of change and minimum rate of change were calculated for each subject’s primary finger palm as the result of analysis. The change means the value that the difference between previous value and current value was divided by 30. And the goal of this university is “Every undergraduate students can palpate according to the textbook”, so we separated two groups the analysis result for each abdomen. After this on this paper, $N_0$
TABLE I
THE PRIMARY FINGER PALM OF EACH SUBJECT

<table>
<thead>
<tr>
<th>Abdomen</th>
<th>Upper</th>
<th>Right</th>
<th>Left</th>
</tr>
</thead>
<tbody>
<tr>
<td>b-0</td>
<td>l-middle</td>
<td>lp-little</td>
<td>rp-thumb</td>
</tr>
<tr>
<td>b-1</td>
<td>l-middle</td>
<td>lp-thumb</td>
<td>r-middle</td>
</tr>
<tr>
<td>b-2</td>
<td>l-third</td>
<td>lp-little</td>
<td>r-third</td>
</tr>
<tr>
<td>b-3</td>
<td>l-third</td>
<td>lp-middle</td>
<td>r-index</td>
</tr>
<tr>
<td>b-4</td>
<td>l-index</td>
<td>lp-middle</td>
<td>rp-third</td>
</tr>
<tr>
<td>b-5</td>
<td>l-middle</td>
<td>lp-middle</td>
<td>r-middle</td>
</tr>
<tr>
<td>b-6</td>
<td>lp-little</td>
<td>lp-little</td>
<td>rp-little</td>
</tr>
<tr>
<td>b-7</td>
<td>lp-middle</td>
<td>lp-middle</td>
<td>rp-little</td>
</tr>
<tr>
<td>b-8</td>
<td>lp-middle</td>
<td>lp-middle</td>
<td>rp-middle</td>
</tr>
<tr>
<td>b-9</td>
<td>lp-middle</td>
<td>lp-middle</td>
<td>rp-thumb</td>
</tr>
<tr>
<td>m-0</td>
<td>lp-little</td>
<td>lp-little</td>
<td>rp-middle</td>
</tr>
<tr>
<td>m-1</td>
<td>lp-little</td>
<td>lp-middle</td>
<td>rp-middle</td>
</tr>
<tr>
<td>m-2</td>
<td>l-third</td>
<td>lp-middle</td>
<td>r-middle</td>
</tr>
<tr>
<td>m-3</td>
<td>lp-little</td>
<td>lp-little</td>
<td>r-middle</td>
</tr>
<tr>
<td>m-4</td>
<td>lp-middle</td>
<td>lp-little</td>
<td>rp-thumb</td>
</tr>
<tr>
<td>m-5</td>
<td>lp-middle</td>
<td>lp-middle</td>
<td>rp-index</td>
</tr>
<tr>
<td>n-0</td>
<td>l-middle</td>
<td>lp-middle</td>
<td>rp-middle</td>
</tr>
<tr>
<td>n-1</td>
<td>l-middle</td>
<td>lp-middle</td>
<td>rp-middle</td>
</tr>
<tr>
<td>n-2</td>
<td>lp-little</td>
<td>lp-middle</td>
<td>rp-middle</td>
</tr>
<tr>
<td>n-3</td>
<td>lp-little</td>
<td>lp-middle</td>
<td>rp-middle</td>
</tr>
</tbody>
</table>

TABLE II
THE MEAN VALUES FOR EACH ANALYSIS RESULT

<table>
<thead>
<tr>
<th>Abdomen</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>(N_0)</td>
</tr>
<tr>
<td>Max</td>
<td>347.899</td>
</tr>
<tr>
<td>Mean</td>
<td>183.483</td>
</tr>
<tr>
<td>Max rate of change</td>
<td>4.211</td>
</tr>
<tr>
<td>Positive mean rate of change</td>
<td>0.563</td>
</tr>
<tr>
<td>Negative mean rate of change</td>
<td>-0.556</td>
</tr>
<tr>
<td>Min rate of change</td>
<td>-3.826</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Abdomen</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>(N_0)</td>
</tr>
<tr>
<td>Max</td>
<td>341.7</td>
</tr>
<tr>
<td>Mean</td>
<td>172.962</td>
</tr>
<tr>
<td>Max rate of change</td>
<td>2.947</td>
</tr>
<tr>
<td>Positive mean rate of change</td>
<td>0.387</td>
</tr>
<tr>
<td>Negative mean rate of change</td>
<td>-0.482</td>
</tr>
<tr>
<td>Min rate of change</td>
<td>-3.313</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Abdomen</th>
<th>Left</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>(N_0)</td>
</tr>
<tr>
<td>Max</td>
<td>250</td>
</tr>
<tr>
<td>Mean</td>
<td>133.459</td>
</tr>
<tr>
<td>Max rate of change</td>
<td>3.781</td>
</tr>
<tr>
<td>Positive mean rate of change</td>
<td>0.546</td>
</tr>
<tr>
<td>Negative mean rate of change</td>
<td>-0.554</td>
</tr>
<tr>
<td>Min rate of change</td>
<td>-3.557</td>
</tr>
</tbody>
</table>

B. Statistical difference between the two groups

We statistically tested the analysis results between two groups for each abdomens. Before testing whether there was a difference between the two groups, we performed a Shapiro-Wilk test to determine whether the population of the data set was normally distributed. As a result, the population of some data sets did not follow the normal distribution, so the Mann-Whitney test was performed with a one-sided test in this test. Also, it is confirmed that the absolute value of the median value of \(N_0\) is smaller than the absolute value of the median value of \(N_1\) between all two groups. The null hypothesis \(H_0\) is “There is no difference in the median value of the two groups”, and the alternative hypothesis \(H_1\) is “the difference in the median value between the two groups. If the same rank does not exist in the data set, the adoption of the null hypothesis is determined by the statistics and the rejection limit value, and if the same rank exists, the adoption of the null hypothesis is determined by the p-value. The test results are shown in Tab.III.

TABLE III
MANN-WHITNEY U TEST

<table>
<thead>
<tr>
<th>Abdomen</th>
<th>Upper</th>
<th>Right</th>
<th>Left</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>Reject(^*)</td>
<td>Reject(^*)</td>
<td>Reject(^*)</td>
</tr>
<tr>
<td>Mean</td>
<td>Reject(^*)</td>
<td>Reject(^*)</td>
<td>Accept</td>
</tr>
<tr>
<td>Max rate of change</td>
<td>Accept</td>
<td>Reject(^*)</td>
<td>Accept</td>
</tr>
<tr>
<td>Positive mean rate of change</td>
<td>Reject(^*)</td>
<td>Reject(^*)</td>
<td>Accept</td>
</tr>
<tr>
<td>Negative mean rate of change</td>
<td>Accept</td>
<td>Accept</td>
<td>Accept</td>
</tr>
<tr>
<td>Min rate of change</td>
<td>Accept</td>
<td>Reject(^*)</td>
<td>Accept</td>
</tr>
</tbody>
</table>

\(^*\): p<0.01

V. DISCUSSION

A. Importance of primary finger palm

On the palpation to each abdomen, it is the important information for nurse students to understand how to use own finger palm and the difference how to use finger palm between own and supervisor. On the maternity in this university, the supervisor teach how to palpate according to the textbook to undergraduate nursing students. In the first phase, the palpation way is mainly used under little finger with them both hands curved from distal interphalangeal joint of every fingers. In the second phase, the palpation way is mainly used center of them hand with every finger outstretched. If we focus on the supervisors in the Tab. I, the primary finger palm differs depending on each supervisor in the first phase, on the other hands, the primary finger palms of every supervisor is all same between them in the second phase. On the first phase, it seems that it is easy to differ primary of each subject because they palpate with them hands curved. Actually, the each fingertip available touching to upper abdomen is changed depending on the degree of them hands’ curved and the degree of turning them wrist. In addition, we confirmed two supervisor of \(N_1\) used “lp-little” or “rp-little” on the palpation to the upper abdomen, so it cannot be said that they have palpated using a different method of palpation than textbooks. On the other
hands, in the second phase, the subjects mainly palpate with them outstretched hands, so it seems that the primary finger palms of every supervisors were same.

There is a feature that the primary finger palm of every subjects is a part of the palm on palpation to right abdomen, but there is no feature on palpation to left. It seems that the feature caused by the position of the subjects and their postures. In the case of this palpation, right abdomen is located in the front for the subjects, and left abdomen is located in the back for them. In this conditions, it seems that it is hard for the subjects to palpate the left abdomen with them center of right hand without them devised postures.

From the above, we cannot overlook the relation between each abdomen and the primary finger palm on whether them palpation is according to textbook or not. Therefore, the information regarding the primary finger palm on each abdomen and the trend is extremely important for the realization of effectively education on the palpation training.

B. High-quality palpation

The important difference between actual clinical site and training is whether the object of the palpation is real patients or not. The high-quality nursing skills to real patients are not only nursing care based on speciality knowledge but also the skills make the patients feel relieved. Therefore, the palpation with less touching pressure is important factor in the view of high-quality nursing skills.

“Max” and “Mean” in the Tab.III show that there are significant differences between $N_0$ and $N_1$ on the palpation for each abdomen. Also, maximum and average values in the Tab.II show that the every pressure values of the $N_0$ are half of the $N_1$. So, regarding the strength of the pressure to each abdomen, $N_0$ is less pressure than $N_1$ statistically. Also, regarding the difference between the pressure to each abdomen, it clarified that the subjects of $N_0$ can palpate with half hands’ pressure of $N_1$.

In addition, right abdomen in the Tab.III shows there are significant differences between $N_0$ and $N_1$ on the “Max rate of change”, “Positive mean rate of change” and “Min rate of change”. On the palpation to the right abdomen, the subjects of $N_0$ tend to adjust the pressure slowly compared to the subjects of $N_1$. On the other hand, there is no significant differences statistically on the palpation to the left abdomen. It seems that these also caused by the position of the subjects and them postures. It seems that it was easy for the subjects to adjust the strength of pressure to right abdomen which located in the front compared with left abdomen. Actually, we confirmed the rate of both fingertip and palm most used, and it showed that 18 subjects used any finger or palm of left hand. However, on the change rate which accepted by the test, Tab.II shows every change rates of $N_0$ is near 0 than $N_1$, so it seems that subjects of $N_0$ adjusted them hands’ pressure well than $N_1$.

From the above, there are many differences regarding the pressure of palpation for each abdomen and also the change rate between $N_0$ and $N_1$. In the view of effective education, it seems that there are important relations between primary finger palm and the pressure and the change rate.

C. Usefulness to effective education

We discuss effective education on the palpation training on this research in the two view.

First of the view is support to supervisor. In previous palpation training, in the case of this university, supervisor confirmed palpation of several nursing students by her eyes, and taught them if necessary. However, more effective education would be realized if the palpation in the same time, confirmation by eyes and qualitative teaching is improved. For example, even if several palpation training are in the same time, the overlooks of teaching by supervisor will decrease more than previous teaching way. Also, it will be possible that it supports for advices and evaluations to nursing students even if the contents of teaching are qualitative and hard to make them understand. The prevention of the overlooks and ease understanding of teaching seem important for effective education of nursing students.

Second of the view is the possibility according to level of each nursing student. The palpation data shows that which finger palm is used, how is touch of the palpation, how much is the pressure and so on. Until now, it is hard for nursing students to review own palpation skills after the training. However, it will be possible that the nursing students deepen understand own palpation skills compared with before if the data regarding them touch on the palpation training. Also, it is possible compared the difference between the palpation of the nursing students and that of supervisor. So, supervisor will be able to teach and evaluate according to the level of each nursing student effectively, and it will be easy for the nursing students to learn about palpation skills than before. It seems that if the nursing students’ understanding such as own features of finger palm, pressure value and etc on the palpation is important regarding the usefulness of effective education on the training.

VI. CONCLUSION

In recent nursing education, it is said that there is a big gap between the practical ability of new nurses and the level required in clinical site, and it is required to improve the training and practical training of the nursing students and increase the educational effect. Therefore, in this research, we focused on Leopold Maneuvers training among maternity nursing, and revealed differences in the finger palm used most and pressure differences between those who palpated according to the textbook and those who were not it was. From the results, it was clarified that the group that was palpated according to the textbook had less pressure applied and the action of applying pressure was gradual compared to the group that not. Finally, we discussed that quantitative analysis of finger palm usage during the palpation and its application to education would be useful for improving educational effectiveness and developing high-quality human resources.
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A Framework of Computer-Based Learning System Based on Self-Regulated Model in English Writing

Abstract—This paper presents a design phase of a computer-based learning system for English writing in Thai EFL learners. This system is designed to incorporate the self-regulated model and set the components of linguistics and machine translation as a learning environment. The system is designed based on three main phases of self-regulated model: forethought phase, performance phase, and self-reflection phase. The learning environment used to guide completely target sentence writing. Moreover, the display of user interface is designed for using as assisting tool for supporting a student self-regulated learning in English writing. There are three main modules of the system that consist of learning profile acquisition, learning behavior collection, and learning analytics. The system design is an important phase to encourage action between learners and computer-based learning system for English writing. Then, learners behavior are collected into data logs store for learning analysis. This system aims to collect Thai EFL learners behavior and find the behavioral pattern that could helpful reference for improve system and teaching materials in the future.

Index Terms—computer-based learning system, self-regulated, machine translation, English writing

I. INTRODUCTION

In language learning field, since English language is not a native language or first language (L1) of Thai learners and not national language of Thailand, Thai learners who learn English language are called English as a Foreign Language (EFL) learner. There are four main skills of English language: listening, speaking, reading, and writing. For Thai EFL learners, grammatical mistakes are often occurred in writings. Sometimes the English sentences are not convey what the writer would like to express. Therefore, the English writing is hard task for Thai EFL learners because they are not native English language and have limited chance to often write in English [1].

The effective strategies need to be emphasized for performance of Thai EFL learners in language learning. The learners are expected to be self-regulated in learning process [2]. The self-regulated model is one of the effective strategies for improving performance of learning [3]. The incorporating self-regulated strategies into foreign language learning supports the development of autonomous learners [4]. There are three main phases of self-regulated model: forethought phase, performance phase, and self-reflection phase [5], [6]. The self-regulated theory is an encouraging model for interactions of personal, behavioral, and environmental factors for effective learning [7].

The self-regulated model is needed to apply in digital learning for successful digital learning. This model is importance for digital learning to provide a learning environment conducive to learning through the development and support of reflective, self-regulated skills [8]. The digital technology are become ubiquitous in all levels of education [3], [9]. For this work, the learning environment in the computer-based learning system uses guideline components in Natural Language Processing (NLP) that consists of components of linguistics and Machine Translation (MT). These components are assisted in English writing. For MT, Thai learners mostly think in Thai (native language: L1) and translate. However, they do not understand the whole translation process. But machine translation involves understanding both languages in their translation processes. So, these components in MT could help learners to learn proper English writing. Moreover, MT is known as extensive digital tool use for support English writing in the field of foreign language learning. There are various reasons for using MT in foreign language learning such as helping increase vocabulary, helping increase grammatical accuracy, and saving the time [10]. Therefore, MT technology can be used for the learning environment of EFL learning to encourage interactive behavior between personal and learning environment.

In this paper, we aim to describe the design of computer-based learning system which designed based on self-regulated model and integrated components of linguistic and MT as a learning environment. The designed system affects to increase learners self-regulated and writing proficiency. The self-regulated strategies could support learner to set up goal, monitor learners behavior, and reflect own writing performance. Furthermore, the learning environment with components of linguistic and MT could encourage action between learners and system to create English sentences. This paper is structured as following: section 2 explains the system design based on the self-regulated model and system processing. Section 3 describes an example of learner scenario. Finally, section 4 gives a discussion of the learning system and conclusion.

II. COMPUTER-BASED LEARNING SYSTEM FOR ENGLISH WRITING

A. System Overview

The computer-based learning system of English writing is designed to record learning behaviors automatically while writing English sentences. The system based on self-regulated model and using components of linguistics and MT as a learning environment. This system consists of three main modules: learning profile acquisition module, learning behavior collection module, and learning analytics module. The system overview as illustrated in Fig. 1. All modules work
Fig. 1. An overview of computer-based learning system based on self-regulated model in English writing

coherently that start with the learning profile acquisition. Firstly, the learning profile acquisition is primary module that get learner information about existing English writing skill. Secondly, the learning behavior collection is learning behaviors recording module that works with data log storage and component of linguistics/MT. Moreover, This module is designed to encourage increasing of learners self-regulated by applying strategies of self-regulated model into process. Finally, learning analytics is a behavior analysis module that analyzes writing behavior from the log file. The result from behavior analysis will conduct to find the learning pattern of English writing in the Thai EFL learner.

1) Learning Profile Acquisition: The learning profile acquisition is an initial module that aims to collect learner information i.e. personal information, education information, and English grammatical skill information. Firstly, learners give personal and education information. Next, learners answer the provided questions for getting existing grammatical skill of writing. The existing grammatical skills are required for this process consist of three aspects: vocabulary usage, sentence type usage, and tense usage. Then, all answers are summarized in learning profile form before learners access to learning behavior collection as illustrated in Fig. 2.

2) Learning Behavior Collection: The learning behavior collection is central module that connects guideline components (linguistics and MT) and data log storage. The guideline components are set as a learning environment of this module. All learners behavior are collected into the data log store, then sending to analyze by learning analytics module. Moreover, this module is designed based on concept of three phases self-regulated model.

The self-regulated model is an encouraging model to interact between personal, behavioral, and environmental factors for effective learning. The main concept of self-regulated model consists of three phases: forethought phase, performance phase, and self-reflection phase [11]. The forethought phase is setting goal about learner need to learn. The performance phase is behavior recording that learners action with environment of the system and inform learners of their progress. The self-reflection phase is behavior recording that learners action with environment of the system and inform learners of their progress. The self-reflection phase is self-evaluation from behavior recorded and adapted behavior from the result of self-evaluated for increasing effectiveness method of learning.

Fig. 2. An example form of learning profile in learning profile acquisition

![Learning Profile Acquisition](image)

2.1) Source sentence assignment: The learners select the source sentence for trying to write the target sentence completely. Since learners assign source sentence by themselves that related to goal setting in the forethought phase. The selected sentence indicates the interest of

Fig. 3. A relation between parts of learning behavior collection and self-regulated model

![Proposed Method](image)
learner for how to write that sentence in the target language completely.

2.2) **Component selection:** When learner assigns source sentence, the learner could select provided components to guide for target sentence writing. The guideline components consist of components of linguistics and component of MT. The components are divided into two levels: components for syntax level and lexical semantic level.

2.3) **Writing behavior monitoring:** The behavior monitoring part shows all activities of learner. When learner finished composing the target sentence in each round, the system will process all activities in the log file and show results for observation by learner. All activities are recorded from learner assigns source sentence, selects all components and submits the target sentence in each round. Since the learners observe or monitor their performance by themselves that related to self-observation in the performance phase in self-regulated model.

2.4) **Question of self-reflection:** Last step of learning behavior collection, the provided questions of self-reflection are assigned to ask learners for learners reflection. The answers of these provided questions are also recorded into log file. The questions will reflect the writing behavior in the previous round. The questions of self-reflection help to adapt learning behavior in next round. The relation of behavior between previous round and next round related to self-reaction in the self-reflection phase in self-regulated model.

3) **Learning Analytics:** The learning analytics module aims to analyze learning behavior in the log file from data logs stored. Learning analytics has become an important role that provides helpful information to optimize learning design, outcome, and environment based on analysis results [12]. Since data alone are insufficient to shape theory and guide practice, learning analytics is a useful process in the digital learning environment. In this work, learning analytics used to analyze writing behaviors for increasing self-regulation and writing proficiency. The module uses a statistical analysis method [13] to determine behavior transitions or find the learning behavior pattern. This analysis module aims to analyze learning behavior about the provided component in the learning environment that reflects the performance of English writing. Moreover, learning analytics uses to find learner’s learning pattern who has improved for a suggestion to other learners.

**B. Learning Environment**

The learning environment composed of learning materials and linguistics/MT materials as illustrated in Fig. 4. The reason for using components of MT to guide English writing: widely language learning tool and characteristic of Thai EFL learners. For widely language learning tool, MT is an online tool that easy to access and help to write target sentence especially in EFL learning [14], [15], [16]. For characteristic of Thai EFL learners, Thai learners mostly think in Thai and translate. However, they do not understand the whole translation process. But machine translation involves understanding both languages in their translation processes. So, these components in MT could help learners to learn proper English writing.

![Fig. 4. The guideline components as a learning environment](image)

The components are divided into two levels: syntax level and lexical semantic level. The components in syntax level help to write the target sentence in sentence structure and tense aspects. Furthermore, the components in lexical semantic level help to write the target sentence in vocabulary aspects. The components are separated into two levels as follows in Table I.

<table>
<thead>
<tr>
<th>NLP Level</th>
<th>Grammatical Aspects</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical Semantic</td>
<td>Vocabulary</td>
<td>Dictionary</td>
</tr>
<tr>
<td>Syntax</td>
<td>Sentence Structure</td>
<td>Word Alignment</td>
</tr>
<tr>
<td></td>
<td>Tense</td>
<td>Word Order (Decoding)</td>
</tr>
<tr>
<td></td>
<td>POS</td>
<td>Language Model</td>
</tr>
<tr>
<td></td>
<td>Verb Pattern</td>
<td></td>
</tr>
</tbody>
</table>

The computer-based learning system was developed and deployed for getting learning behavior. When learners use the system to practice English writing, the system collect behavior data like selection, composition, insertion, modification, substitution, and deletion. Those activities are stored to data log storage. Then, all learning behavior data were used to analyze learning behaviors.

- **Selection:** Learner can select interesting guideline components for helping sentence composition. They can change to select another component by clicking the component button and backtrack to the previous component by clicking the previously selected button.
- **Composition:** When learners want to type the whole target sentence, they can click composition button and textbox for sentence typing will be shown. After writing finishing, learner click OK button, the composed sentence will be save in log file.
- **Insertion:** When learners want to add some word or phrase in target sentence, they can click insertion button and cursor in textbox will be shown. Then, learners can save edited sentence by clicking the OK button.
- **Modification:** When learners want to delete some word or partial in the target sentence, they can click the
The system is designed to collect learning behavior of Thai EFL learners in English writing. The learning behavior data is necessary data for learning analytics. Since in Thailand does not have a system to collect learning behavior in English writing, the data from this system are useful for analysis and improving language learning of Thai EFL learners. The system is designed base on self-regulated model and integrated guideline components as a learning environment. This system aims to support self-regulated learning in English writing. The guideline components used to guide for English writing in syntax and lexical semantic level.

As self-regulated model mentioned, the strategies of this model are encouraging strategies for interactions of personal, behavioral, and environmental factors for effective learning. The self-regulated model is an effective process which learners establish goal, monitor self-behavior, and reflect own behavior. The behavior controlling guided by learners goal and the contextual features of the learning environment (M. Boekaerts, P. R. Pintrich, 2000). So, the system is designed based on strategies of the self-regulated model could support learner to regulate their behavior for efficiency of learning. Furthermore, This system is novel system that set the learning environment with component of linguistics and MT, since previous works [14], [15], [16] are used MT in language learning by using as a post-edit tool, but not extract components of MT for using into writing process.

In the future, the proposed system is planned to be developed and deployed for Thai EFL undergraduate learners. The system is set an assisting tool for self-regulated learning in English language learning. The provided guideline components are integrated as a learning environment to improve grammatical writing skill. Moreover, the deployed system is
used to collect learning behavior and analyze for finding learning pattern in English writing of Thai EFL learners.
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Abstract—Medication is one of the essential parts of a patient’s treatment. Therefore, it is important to have good medication storage administration in order to have effective medication storage. This study aimed to find a proper model used for the prediction of medication purchase amount by using machine learning to analyze medication purchasing amounts in the form of time series. In this research, the first 10 medicines in AV group were chosen. Then, Multilayer Perceptron (MLP), Long Shot-Term Memory (LSTM), and 1D Convolutional neural network with LSTM models were used together with Rolling Windows which were used to predict the purchase amount of each model. The periods of prediction were at 1 month, 3 months, and 6 months. The efficacy of each model was compared using their errors. CNN-LSTM model produces the better forecasting results. The result also shows that 1-month forecasting period is suitable for medicines that specific to disease. The 3-month forecasting period is suitable for commonly used medicines. The 6-month forecasting period is suitable for the medicines for chronic diseases.

Index Terms—Time Series, Multilayer Perceptron, Convolutional Network, Long Short-Term Memory

I. INTRODUCTION

Medicine costs are considered as one of the major expenses that contribute to the overall spending of hospitals. Hence, medical inventory must be properly managed. If the volume of medicine stored in a hospital exceeds the volume of medicine administered, such medicine may be expired before they are administered. Subsequently, this may lead to wasteful spending on purchases and storage of medicine. Moreover, some types of medicine require a long period of time to be purchased and transported [1]. As a result, medicine supply in hospital might not be able to satisfy patient’s demand, which can cause in adverse and life-threatening effects on patients. Accordingly, medicine inventory management is one of the most important process of hospital due to its effects on hospital’s finance and operations, specifically in the aspect of the fiscal budget for medical supplies. Poor management of medical inventory may cause financial crisis in hospitals [2].

This research proposed the incorporation of machine learning in time series analysis to forecast the amount of drug sale quantity that is appropriate for medical inventory management of the hospital. Machine learning will facilitate the hospital’s decision-making process pertaining to drug purchases, which will result in efficient inventory management and reducing the storage cost of drug reserves, precluding a shortfall of inventory, and preventing drugs from being expired before they can be used. In addition, machine learning can be further used to formulate medical inventory management plans for other hospitals.

There are many studies that predict data trend by using machine learning. Janardhanan and Barrett [3] presented the time series forecasting of CPU usage of machines in data centers through the use of LSTM and ARIMA models. The time series dataset of CPU usage was extracted from Google’s cluster data. According to the results, the LSTM model had a prediction error in the range of 17-23%, while the ARIMA model had the prediction error rate of 37-42%.

Selvin et al [4], presented three different deep learning architectures for the prediction of the stock price. The researchers applied a sliding window approach for the short-term prediction of future values. According to the results, the deep learning models performed better than the ARIMA model. Moreover, the CNN model was found to give more accurate results than the RNN and LSTM models.

Hernandez et al [5], presented a deep learning architecture for the prediction of accumulated daily precipitation for the next day. An Autoencoder was employed to reduce and capture non-linear relationships between attributes, and a Multilayer Perceptron was used for prediction. The results were compared with the following methods: the naive approach for the prediction of the accumulated rainfall of t-1 (Naive 1), the naive approach for the prediction of the average accumulated rainfall (Naive 2), the MLP approach, the Autoencoder (AE) and MLP approach, the Backpropagation Network (BP) approach, the Layer Recurrent Network (LR) approach, and the Cascaded Backpropagation (CBP) approach [6]. The best method was found to be the AE and MLP approach, which had the MSE and RMSE values of 40.11 and 6.33 respectively.

Kaneko and Yada [7] proposed a sales prediction model for retail stores by adopting the deep learning approach. The results was found that the deep learning approach had the highest prediction accuracy for all categories. The researchers then employed the L1 regularization for models that were constructed using deep learning. According to the results, deep
learning was able to improve the prediction accuracy by 1-3%.

Watanabe et al [8], proposed a model for the prediction of goods demand in supermarkets and analyzed the effect of weather on the demand in order to forecast daily sales. The researchers examined two datasets, one of which was a collection of daily sales records obtained from Japanese retailers, and the other was the historical data of weather. The results obtained from the Linear Regression, Neural Network, and Deep Neural Network approaches were compared. In conclusion, the Deep Neural Network approach was the best method for improving the predictive performance of the model.

Kritchanchai and Meesamut [9] presented a method for analyzing the most suitable inventory management policy. The drugs employed in the study were classified by using the ABC/VEN analysis, with ABC denoting the consumption value and VEN classifying drugs according to their importance in treatment [10],[11],[12]. The medical sales quantity was collected from October 2009 to September 2015. The collected data is then sorted by drug sale quantity data and treatment importance. This research uses the data from AV group, which are about 70% of total drug usage in Singburi hospital. The list of considered medicines are as follows:

- Metformin Tab. 500 Mg.
- Enalapril Tab. 5 Mg.
- Enalapril Tab 20 Mg.
- Athenolol Tab. 50 Mg.
- Paracetamol Tab 500 Mg.
- Paracetamol Syr. 12 Mg/5 Ml.
- Omeprazole Cap. 20 Mg.
- Salbutamol Sulfate Inh. 0.1 Mg/Dose.
- Chlorpheniramine Syr. 2 Mg/5 Ml.
- Chlorpheniramine Tab. 4 Mg.

II. METHODOLOGY

This research started by collecting the pharmaceutical sales data from Singburi hospital. The data was collected every month and stored in database. After that, the drugs were classified using the ABC/VEN analysis. Then, different machine learning models were applied to the selected medicines in AV group. Primarily, the effectiveness of such models for predicting drug demand was tested and evaluated. The methodological steps of this research are presented in Fig 1.

A. Collect historical drug consumption

The pharmaceutical sales data was collected, which recorded 1,651 drug information from Singburi hospital. There are 72 records of each drug commencing from October 2009 to September 2015. This research selected sale quantity data from each month for prediction.

B. Drug Category

The ABC/VEN method was used to classify medicines. Table I represents the relation between ABC and VEN category. ABC is a drug classification based on the amount of drug usage and VEN classifies drugs according to their importance in treatment [10],[11],[12]. The medical sales quantity was collected from October 2009 to September 2015. The collected data is then sorted by drug sale quantity data and treatment importance. This research uses the data from AV group, which are about 70% of total drug usage in Singburi hospital.

C. Rolling Windows

A Rolling Window is a technique used to extract features from time series data. It repeats regressions using subsamples of total data by shifting the start and end points with a fixed window [13],[14]. The stride of Rolling Windows shifting 1 month per step. For instance, predicting 1 month using Rolling Windows size 6. The data of each drug are 72 records, regressions are initially conducted using the time series of 1-6, followed by 2-7, 3-8, and finally 66-72. The example of fixed size window in the sequence data is presented in Fig 2. All models in this research compared between Rolling Windows size 1, 6, and 12.

D. Predictive modeling for drug sale quantity

The training data for 1-month prediction were selected from October 2009 to August 2015 and the remaining September 2015 were selected for testing. The training data for 3-months prediction were selected from October 2009 to June 2015 and the testing data were selected from July 2015 to September 2015. The training data for 6-months prediction were selected from October 2009 to March 2015 and the testing data were selected from April 2015 to September 2015.
Dataset was converting to fit the proposed model, which performed by normalizing the data to obtain the range of 0 to 1. All models were trained with Adam optimizer. The number of epochs was set to 200 for MLP and LSTM. The number of epochs was set to 400 for CNN-LSTM model. These models are designed for drug sales quantity prediction.

1) Prediction by Multilayer Perceptron (MLP): MLP consists of 3 layers, which are input, hidden, and output layer. The size of input layer is varied, depending on the window size. ReLU is used as an activation function. The general overview of MLP model with window size 1, 6, and 12 are illustrated in Fig 3, 4, and 5 respectively.

2) Prediction by Long Short-Term Memory (LSTM): LSTM using Rolling Windows size 1 consists of 3 layers, which are input layer, hidden layer, and output layer. LSTM using Rolling Windows size 6 and 12 consists of 4 layers, which are input layer, 2 hidden layers, and output layer. Tanh is used as an activation function. The general overview of LSTM model with window size 1, 6, and 12 are illustrated in Fig 6, 7, and 8 respectively.

3) Prediction by Convolution Neural Network and Long Short-Term Memory (CNN-LSTM): CNN-LSTM consists of 5 layers, which are input layer, 3 hidden layers, and output layer. The hidden layers consist of 1d Convolutional layer and 2 LSTM layers. The size of input layer is varied, depending on the window size. ReLU is used as an activation function for CNN layer and Tanh is used as an activation function for LSTM layer. The general overview of CNN-LSTM model with window size 1, 6, and 12 are illustrated in Fig 9, 10, and 11 respectively.

III. TEST AND EVALUATION
Upon optimization of the proposed model, the results are compared with those obtained from other predictive models.
Mean Square Error (MSE) is used as a loss function in order to optimize the models.

After obtaining the predicted output, the output was applied by denormalization and error was calculated using the relative error equation

$$\text{error} = \left| \frac{x_{i \text{real}} - x_{i \text{predict}}}{x_{i \text{real}}} \right|,$$

where $x_{i \text{real}}$ is the $i^{th}$ real value and $x_{i \text{predict}}$ is the $i^{th}$ predicted value.

IV. RESULTS AND DISCUSSIONS

We attempted to find the correlation between model with trend and variance of data, but none of correlation could be found. The experiment was done for three different machine learning models using Rolling Windows size 1, 6 and 12. Table II shows a comparison of the prediction method.

From Table II, CNN-LSTM can outperform other two models. The reason is CNN can automatically detect the features from spatial signal while LSTM receives high-level representation features from CNN for mapping to the output. However, the performance of CNN-LSTM depends on the initial parameter tuning. It requires a lot of experiments and computational power in order to fine tuning the parameters for CNN-LSTM.

The size of Rolling Window also affects to the performance of the proposed models since the window size relates to the structure of spatial data. A small size of window cannot capture the major pattern while a large size of window cannot extract minor detail that appears in the data. The result shows that the window of size 12, which represent the drug sale quantity in the period of 12 months, produces low relative error in many models. The reason is the sale quantity of medicines is directly influenced by disease seasonal factors.

The 1-month forecasting period is suitable for Omeprazole Cap 20 mg and Salbutamol Sulfate INH.0.1 mg/dose. Both
<table>
<thead>
<tr>
<th>Drug Name</th>
<th>Model</th>
<th>Windows Size</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 Month</td>
<td>5 Month</td>
</tr>
<tr>
<td>METFORMIN TAB. 500 MG.</td>
<td>MLP</td>
<td>1</td>
<td>13.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>11.70</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>13.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>38.85</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>15.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>7.34</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>22.07</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>1</td>
<td>24.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>15.60</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>7.97</td>
</tr>
<tr>
<td>ENAPRAL PR TAB. 5 MG.</td>
<td>MLP</td>
<td>1</td>
<td>27.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>37.13</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>28.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>27.86</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>19.93</td>
</tr>
<tr>
<td>ATENOLOL TAB. 50 MG.</td>
<td>MLP</td>
<td>1</td>
<td>114.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>63.85</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>118.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>46.44</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>18.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>111.95</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>54.77</td>
</tr>
<tr>
<td>PARACETAMOL TAB. 500 MG.</td>
<td>MLP</td>
<td>1</td>
<td>61.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>68.22</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>80.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>56.16</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>60.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>12.18</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>58.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>69.35</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>65.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>5.16</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>1.15</td>
</tr>
<tr>
<td>PARACETAMOL SYR. 120MG/5ML.</td>
<td>MLP</td>
<td>1</td>
<td>134.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>324.34</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>305.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>342.51</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>18.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>208.28</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>5.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>1</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>5.67</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>5.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>9.11</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>5.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>4.77</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>1</td>
<td>17.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>5.14</td>
</tr>
</tbody>
</table>

| CHLORPHENIRAMINE SYR. 2 MG/5ML. | MLP | 1 | 26.63 | 5.74 | 13.96 |
|                               | LSTM| 6 | 63.39 | 3.44 | 21.37 |
|                               | CNN | 6 | 37.33 | 8.65 | 18.91 |
|                               | LSTM| 12| 44.31 | 0.55 | 9.52  |
| CHLORPHENIRAMINE TAB. 4 MG.   | MLP | 1 | 28.10 | 3.25 | 15.30 |
|                               | LSTM| 6 | 67.07 | 8.18 | 21.56 |
|                               | CNN | 6 | 42.78 | 4.68 | 12.55 |

Medicines can be categorized as the medicine for specific disease since Omeprazole is used to reduce the amount of acid in stomach and Salbutamol Sulfate is used to treat breathing problem. The 3-month forecasting period is suitable for Paracetamol Syr 120mg/5ml, Chlorpheniramine Syr 2 mg/5ml, and Chlorpheniramine Tab 4 mg. Both Paracetamol and Chlorpheniramine are nonprescription drugs that commonly used in Singburi province. The 6-month forecasting period is suitable for Metformin Tab 500 mg, Atenolol Tab 50 mg, and Enapral Tab 20 mg, which can be categorized as the medicine for chronic diseases.

Paracetamol Tab 500 mg. is expected to have the best results in 3-month forecasting period. However, the result shows that the 1-month forecast period is suitable for this medicine. The result also shows that 3-month forecasting period is suitable for Enapral Tab 5 mg, which is the medicine for chronic diseases. However, the relative error is not that much different. The reason is the dataset contains a highly dynamical value which can cause some deviation in the analysis process.

There is a paper [9] that closely relates to our research but the objective and the methods are different. In [9], the authors attempt to derive the inventory policy for each medication category in order to reduce the total inventory cost. In contrast, our proposed methods attempt to predicting the demand of medical usage by analyzing the sale quantity.

V. CONCLUSION

This research applies machine learning methods for predicting pharmaceutical sale quantity. The data was collected from Singburi hospital. We select the sale quantity of ten medicines in AV category, which cover 70% of total drug usage in hospital, for evaluating the proposed models. The empirical analysis shows that the changes occurring in drug sale quantity data not always be in a regular pattern or not always follow the same cycle. Moreover, the data also contains a highly dynamical value since the sale quantity can be affected by many factors, such as disease seasoning patterns and pharmacist’s experiences.

MLP, LSTM, and CNN-LSTM are applied to analyze the data. The result shows that CNN-LSTM produces the better result. The reason is 1D CNN is developed for automatically
learn features. Thus, it can understand patterns occur in the current window. Moreover, LSTM is capable of learning long term dependencies in the time series. The prediction of Salbutamol Sulfate INH.0.1 mg/dose using CNN-LSTM with Rolling Windows size 1 obtained the best prediction result, which displayed the least error 0.09%.

The result also shows that 1-month forecasting period is suitable for medicines that specific to disease. The 3-month forecasting period is suitable for commonly used medicines. The 6-month forecasting period is suitable for the medicines for chronic diseases.
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Abstract—In nursing education, it is important to improve nursing ability, clinical training is conducted as part of this. It is conducted in parallel by many trainees. Therefore, it is very difficult for a teaching advisor to grasp many situations at the same time. This research goes toward realizing a remote situation grasping system in order to support teaching advisor to notice trainees who need teaching. In this paper, we analyzed differences of behavior between trainees based on nursing behavior data measured using sensors. Furthermore, we discussed the possibility of use for the supporting system based on the results.

Index Terms—Analyzing behavior, Clinical training, Nursing training, Multiple sensors, Grasping situation remotely

I. INTRODUCTION

In recent years, Japanese healthcare has changed significantly. However, there are also many issues. For example, there are correspondence of new medical technologies and medical safety. Therefore, it is necessary to improve the clinical ability of nursing staff in order to solve those issues [1]. The basic nursing education carries out field training, which is aimed at applying knowledge and skills to actual situations. Nevertheless, there is actually a big gap between the practical ability immediately after graduation and the level of nursing practice required in clinical training [2].

In field training, a teaching advisor has many trainees. In addition, each trainee train in each patient room in parallel. Therefore, the teaching advisor needs to go to check each room at one's discretion. However, it is hardly that the checking and nursing behavior moment are match. Hence, the teaching advisors might overlook an opportunity in need teaching. In this research, we aim to realize an efficient teaching environment, and to reduce burden on the teaching advisor. This research supports in the future that the teaching advisor grasps the many trainee’s behavior remotely. Therefore, this research requires to investigate what statistical information is effective for display to the teaching advisor in a remote place.

We implemented a method for collecting behavior data of trainees during nursing training. It collects the nursing behavior data by using sensors such as acceleration and pressure. We attached multiple sensors to each part of the trainee’s body such as head, arm, wrist, waist, and foot. Then, during nursing training, we observed the movement of nurse’s body. In addition, we analyzed differences of action between the nursing behavior of trainees based on the collected data.

Next, we describe related work in chapter 2. After that, we describe the implemented collection system in chapter 3, about experiment in chapter 4, and the results in chapter 5. Finally, we describe the differences of the nursing behavior revealed by the collected data in chapter 6. Furthermore, we refer to the appropriateness of collection for the devices used in the implemented system, the possibility of use for the grasping situation remotely.

II. RELATED WORK

A. Support for clinical training in the medical field

We have supported clinical training in the medical department. For instance, we have displayed statistical information to a teaching doctor and trainees who played a doctor as an attempt to analyze a medical behavior using sensors. The information is rate of the trainee who played the doctor turned their face to a patient and maximum time they did not talk during medical interview training [3]–[5].

In addition, we have proposed supporting method as well. This method enables trainees to study themselves between their group in medical interview training by using devices for inputting results of evaluation of query for the trainee who played the doctor. Furthermore, it assists a feedback learning for the trainee by playing video of only necessary scenes using the evaluation results. Moreover, it supports the teaching doctor to grasp the situation of parallel medical interview training remotely [5]–[7].
**B. Analysing characteristics in nursing behavior**

The article [8] analyzes characteristics of the nursing behavior of expert nurses and trainees who has not nursing skill during moving assistance to wheelchair. As above, it can discover an index of trainees who need teaching by analyzing the characteristics between skilled and unskilled person during the nursing behavior. In addition, it can grasp situations of nursing training of trainees by displaying statistical information used these indexes to the advisor in a remote place.

**III. IMPLEMENTED SYSTEM**

**A. A method for Collecting data**

This research needs to calculate statistical information based on multiple parts of the body. Hence, this collecting data method collects behavior data from each part of trainee’s body during nursing training by using multiple sensors and a video images. Fig.1 shows an overview of the method. Multiple sensors measures accelerations of head, upper arm, wrist, waist, and foot, and trainee’s voice, pressure on their right arm, heart rate, and their position from bed as behavior parameters. In addition, the measured data are collected in one place in order to be able to compute many kinds of statistical information. Moreover, the data are corrected so that there is no time difference between these the data. Besides, the situation of the nursing behavior is recorded by using the video.

**B. Implemented devices**

Fig.1 shows each point where attach to trainee’s body each an implemented devices, and Installation position. Small smartphones (Jelly Pro) is attached to the upper arm, wrist, waist and foot, and the accelerations are sampled at 50Hz. Furthermore a wearable device(JINS MEME of JINS) is equipped the head, and the acceleration is sampled at 40Hz. In addition, a small device (M5stack) connected to a pressure sensor (ALPHA ELECTRONIC pressure sensor (round shape, large)) is attached to the right arm, as well as the small device connected to a heart rate sensor (Pulse Sensor) is attached to the neck. Moreover, BLE tags (Sanwa Supply MM-BTIB1) are Installed at 6 positions under the patient’s bed, and the distances between the small smartphone attached to the left foot and each position is sampled at 1Hz. A sound sensor is also Installed near the bed. Fig.2 shows an image example of the devices wearing and installing.

**IV. EXPERIMENT**

We collected the data of a postural change for a patient by nurse which is one of the nursing behavior in February 2019. Furthermore, examinees are 8 nursing trainees who are 3 years of Kochi University. In addition, they have experienced a lecture of the nursing behavior and never trained not. They took the postural change for doll similar to the patient which
is lying on one’s back on bed in exercise room of Kochi University. The patient’s posture change was performed by them in the following order the supine posture, the long sitting posture, sitting posture, standing posture, and moving assistance to wheelchair. Besides, we regard this flow as a session.

V. RESULTS

We collected 18 sessions of the data. Fig. 3 shows the graph of the accelerations of the head, upper arm, wrist, waist, and foot from the collected data.

![Graph of accelerations](image)

Fig. 3. Accelerations of the data collected from each part of the trainee.

VI. DISCUSSION

A. Differences of behavior in collected data

We analyzed 18 sessions. We especially compared the differences of collected data between the examinees F and H. As the results, we perceived the difference whether or not they touch the patient’s body during a speech at the beginning of the session. The examinee F did, however H touched patient’s body after stood still and finished speaking.

Next, Fig.4 and 5 show graphs of the acceleration of the right upper arm during the sessions of examinees F and H. The acceleration of examinee F has dense between each step such as the session start and beginning of the posture change from the sitting posture to the standing posture. In contrast, the other has non-dense. Additionally, we confirmed that examinee H was performing trial and error between each step. In particular, we perceived that examinee H was looking for a position to put their wrist while they were performing by observing the video of the session H. We consider that this trial and error caused non-dense between each step. Moreover, we also calculated the angles of right upper arm movement on each obtained the angle in 18 sessions. TABLE I shows the results. As a result, we confirmed that 5 out of 8 trainees of the second time less than the first time about the counts of up and down movements of their right upper arm while they were performing the action of putting their wrist around the patient’s back.

![Graph of accelerations](image)

Fig. 4. Accelerations of right upper arm in examinee F.

![Graph of accelerations](image)

Fig. 5. Accelerations of right upper arm in examinee H.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>4</td>
<td>10</td>
<td>14</td>
<td>11</td>
<td>6</td>
<td>18</td>
<td>2</td>
<td>44</td>
</tr>
<tr>
<td>2nd</td>
<td>2</td>
<td>9</td>
<td>17</td>
<td>11</td>
<td>5</td>
<td>3</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>3rd</td>
<td>16</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. A collection aptitude of the devices

We perceived the difference of collection aptitude of the devices from collected the data. First, we consider difficult
that analyzing the behavior characteristic from the data similar to section VI.A due to several reasons. For example, if we analyze movements of wrist, we have to consider various factors such as the degree of freedom of range of joints. However, Analysing an upper arm is simpler than analysing a wrist because we do not need to consider a elbow joint.

In addition, the values of collected pressure sensor had hardly change. This result shows the possibility that the point where we expected and the point where the patient actually touched are different, and the attachment point may depend on the person. In other words, we should consider the position that a sensor can touch a point where the patient’s body if we use the sensor which depends on whether it touches the point such as the pressure sensor.

Conversely, we have to analyze not only specific step but also a characteristic of whole the session in order to detect beginning each step. We think that it can detect the moments when the hand of the trainee put on the patient’s arm by calculating the position of the them for using a device that can capture the whole such as a video. Additionally, we are set to analyze using OpenPose, a software that estimates a posture using deep learning. Fig.6 shows an example of the result of analyzing the coordinates of joints in the image by inputting the test video of the posture change to Open Pose. Each line in the figure shows joints of human body. However, it is not possible to measure a degree as opposed to a pressure sensor. Besides, There are also problems such as an analysis is difficult depending on an angle for taking video.

As above, we conclude that it has different collection aptitude each device, and the characteristic of this system is collecting multidimensional data and using it appropriately.

C. A possibility of useful for supporting of remote situation grasp

As described above in section VI.A, we could discover the differences of behavior during the nursing behavior between trainees from the collected data. Furthermore, we also referred to the difference of the data that can obtain by using different devices in section VI.B Therefore, we think that it is possible to reveal more characteristics which of the difference of behavior by integrating and analyzing each data. Moreover, we consider that it can be used for supporting remote situation grasp by detecting the characteristics of nursing behavior automatically and displaying these statistical information to the teaching advisor.

VII. Conclusions

In this paper, we described the data collection from multiple parts of the trainee’s body during nursing training using the sensors and the video, and analyzing the differences of the data between trainees.

In recent years, Japanese healthcare has changed significantly, it has been required to improve the clinical ability. The basic nursing education carries out field training as part of that. In field training, there is the issue that teaching advisors might overlook an opportunity in need teaching as nursing training perform parallel.

This research supports the issue by displaying statistical information in nursing training to the teacher in a remote place. We attached multiple sensors to the body of the trainee of the nursing department, and collected the behavior data during nursing training. Furthermore, we analyzed the collected data, and described the differences in behavior between the trainees. Moreover, we referred to the necessary that integrate various devices and collecting multidimensional data because each device has the different collection aptitude.

In the future, we are set to evaluate whether the difference of the nursing behavior between the trainees becomes an index of statistical information display to the teaching advisor in a remote place.
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Fig. 6. An example of analyzed coordinates of joints during posture change.
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Abstract—Conceptual Graph is a representation commonly used to express semantic relationship of natural language. This work presents a method to translate Thai natural language text to conceptual graphs regarding semantic relations based on semantic roles between predicate and its arguments. Shallow parsing of Thai text and verb patterns as case frames are utilised in identifying core entities in a context and their semantic roles. Then, the argument with annotated roles are translated into conceptual graphs that are able to logically and visually represent relations of core terms. As a result, conceptual graphs of Thai natural texts from Facebook posts in a marketing group were generated. In the study, found issues regarding Thai specific natural style are encountered and discussed.

Index Terms—Semantic Relation, Conceptual Graph, Information Extraction, Semantic Role

I. INTRODUCTION

A semantic role (also known as thematic role or theta role) is the studying of underlying relationship of entities involved with the main predicate in a clause [1]. Semantic roles are an attempt to capture similarities and differences in verb meaning with generalizations that contribute to the mapping from semantics to syntax. Analysing semantic role is a basic step to understand semantic of context and gives comprehensive power to a computer system. Semantic role labelling (SRL, shallow semantic parsing) [2] is the computational process to analyse and assign labels to words or phrases in a clause for indicating their semantic role. It is a challenging task studied for decades. The clause (or sentence) level semantic analysis of text is concerned with the characterisation of events including "who" does "what" to "whom" with "whom" at "where" and "when" [3]. The main task of SRL is to identify semantic relations from a predicate and its associated participants (textual entities). The SRL are labels to let know about action each clause. The SRL have labels indicate each words in the sentence such as Agent, Patient, Location of other entities and Temporal of event each clause.

Shallowing Parsing is an analysis of a sentence which analyze using components of sentence structure. Therefore, Shallow parsing will be done after Part-of-speech tagging(POS). Part-of-speech tagging is the process of marking up a word in a text in the sentence(nouns, verbs, adjectives, adverbs, etc.) [4]. The POS procedure we get results is that smaller units. There are called chunks. Shallow parsing combines units into larger units and that have grammatical meanings. So we get phrases, phrases can reflect the relationship between the meanings of the basic components. And when the Shallowing Parsing process is completed, the results will be next step is to the Semantic Role Labeling process as follow Figure 1. When receiving the SRL result the final step is to create with Conceptual Graph as follow Figure 2.

A conceptual graph (CG) is a graph representation the meaning which reply knowledge of logic based on the semantic networks. Which a conceptual graph one of artificial intelligence. The research of conceptual graph have explored
the techniques for reasoning, knowledge representation from natural language into understanding natural language semantics. The semantics of the important base of the conceptual graph and conceptual graph is defined by a concept mapping to and from the ISO standard for Common Logic [5]. Mathematic is the important role of knowledge one in artificial intelligence (AI), Knowledge representation, their formal languages were not sufficiently expressive. Therefore the possibility of automated reasoning from the perspective of knowledge representation they were various in the use of syntactic constructs. knowledge representation to explain representing information in a form that a computer system can utilize to solve complex tasks. Knowledge representation and findings from logic to automate various kinds of reasoning the application of rules or the relations of sets and subsets.

In the past, there are several representations for labelling semantic roles, such as "case frame" [1] [6], FrameNet [7] and Conceptual Graph (CG) [8]. The CG is the most convenient on visualization and comprehensible while the FrameNet is designed to collect rich linguistic details. The most challenging point in SRL is that there is no specified set of roles that generalise for all contextual events. Moreover, ambiguity from natural language including subject-object omission and multi-meaning terms could render the sentence to non-analysable. For Thai language, very few studied and reported on semantic role labelled corpus [9] and Thai FrameNet as a resource for semantic analysis [10]. Their works were specified for a target domain such as agricultural context and tourist context in written Thai documents. Differently, the language used in social network, a major digital text resource nowadays, is more natural and vigorously stylish. Analysing of the semantic relation of words in social media is thus tough but necessary step towards understanding of Thai natural language.

In this work, we aim to create a framework for using conceptual graph to represent Thai social network posts. This work attempts to provide a standard framework to analyse and label Thai natural text with semantic role sets. The syntactic parser is applied to identify a predicate and its related entities.
II. BACKGROUND

A. Semantic Role Labelling

There are many researches on manually created lexical and semantic resources as a lexical resource for natural language processing. Those works are guaranteed for their accuracy with the draw-back of labour-intensive task and restricted specific domains. For Thai, Suktarachan et al. presented a construction of Thai concept frames applied in language processing for agricultural domain based on the verb centric approach resulting in 5,784 Thai sentences annotated with POS and semantic roles. This is a good resource for semantic analysing for Thai text but apparently specified for agriculture documents. Their case frames and semantic roles however are adoptable as a standard for semantic role labelling task.

Semantic role labelling (SRL) is a task to identify the latent predicate argument structure of a clause/sentence, providing representations that answer basic questions about sentence meaning, such as "who" does "what" to "whom". General roles used in SRL are labels such as Agent, Patient, and Location for the entities participating in an event with temporal and manner details. These labels therefore provide a ground-level of semantic relation representation of the text. There are commonly used semantic roles [11] [12] as follows Figure 3.

- Agent: The "doer" or instigator of the action denoted by the predicate.
- Patient: The "undergoer" of the action or event denoted by the predicate.
- Theme: The entity that is moved by the action or event denoted by the predicate.
- Experiencer: The living entity that experiences the action or event denoted by the predicate.
- Goal: The location or entity in the direction of which something moves.
- Benefactive: The entity that benefits from the action or event denoted by the predicate.
- Source: The location or entity from which something moves
- Instrument: The medium by which the action or event denoted by the predicate is carried out.
- Locative: The specification of the place where the action or event denoted by the predicate in situated.

B. Conceptual Graph

A conceptual graph (CG) is a graph representation for logic based on the semantic networks [2]. The CG has been not only used to represent natural language semantics, but also knowledge representation and reasoning. In 1976, Sowa [2] proposed to use conceptual graphs (CGs) as an intermediate language for transforming natural language texts to machine-readable graph form. For example, CG of the sentence "Kids went to Bangkok by train" is illustrated in Figure 3 In the CG, the rectangles refer to concepts representing entities of the text while the circles called conceptual relations are used to denote relations between concepts. Conceptual relations usually are based on the semantic role relation (see Section 2.1). An arc pointing toward a circle signifies the first argument of the relation, and an arc pointing away from a circle signifies the last argument.

CGs normally keeps the core information with concrete meaning of the text for simplification and ability of easy-to-comprehension; thus, not all the entities in the input text are kept. There are several researches on how to make use of CGs such as Question-answering, Diagrammatic reasoning, Entity-relationship model, Semantic web, etc.

III. METHODS

We design a three-step approach for generating a conceptual graph representation of Thai texts. Same to other Thai natural processing tasks, pre-processing is required to handle Thai term-boundary and remove non-text entities such as emoticons and symbols. First, we identify the syntactic roles in a sentence using shallow syntactic parser. Second, we design a set of syntactic rules to semantic roles. Third, we construct a conceptual graph following the assigned semantic roles. An overview architecture of the system is drawn in Figure 4.

In this work, the focused natural Thai texts are the Facebook posts about marketing. The posts related to product-selling advertisement and good details are collected from a marketing group. The target posts are text-based explanation excluding images and digital emotion expressions, i.e. emoticons and stickers. For pre-processing step, word segmentation is necessary to mark words "boundary". The preferable boundary approach of segmentation is a concept level since the entities should be understandable in themselves and do not need to combine for completing a word sense.

1) Firstly, for each clause in the sentence, we identify the main verb and build a sentence pattern using the parsed tree.
2) Secondly, for each verb in the sentence we extract a list of possible semantic frames from VerbNet, together with restrictions for each semantic role.
3) Thirdly, we match the sentence pattern to each of the available semantic frames, considering the semantic role’s constraints. As a result, we are presented with a list of all
possible semantic role, s assignments, from which we have to identify the correct one.

A. Shallow Parsing for Detecting Clausal Core Entities

In SRL, the main entity to connect other entities is a predicate (typically a main verb of a clause) while the other entities such as a subject of the predicate and a direct object is handled as arguments of the predicate with roles. Thus, detection of these entities is undoubtedly essential for later processes. In fact, the other entities that represent a little to none meaning in the text, such as interjections and politeness ending markers, are ignored in this process to reduce complexity. A shallow parser is thus applied to separate an input text into phrases including Noun phrase (NP), Prepositional phrase (PP) and Verb phrase (VP). The process is conducted from left-to-right manner following a paradigm of Thai word composition. Unlike a normal syntactic parser, this shallow parsing only handles the VP for consecutive verbs (Serial Verbs) that has no NP and PP among them. In a case that NP belongs to a preposition, they will be grouped as PP while the NP with PP attached is counted separately as two distinct entities. The demonstration of the parsing results is given in Figure 5

A result of this process is phrasal chunks of Thai text. Please be noted that although shallow parsing in general has a fine accuracy result, shallow parsing for Thai is still a difficult and complex task from a nature of Thai in which is ambiguous and semantically implicit. Hence, the output chunks are required for manual post-editing to be reliably usable.

B. Semantic Role Identification

The algorithm for semantic role identification of a sentence that we propose consists of the following three steps:

1) Firstly, for each clause in the sentence, we identify the main VP and build a sentence pattern using the heuristic rules.

2) Secondly, for each verb in the sentence, we extract a list of possible semantic frames from VerbNet, together with restrictions for each semantic role.

3) Thirdly, we match the pattern to each of the available semantic frames, considering the semantic role constraints. As a result, we are presented with a list of all possible semantic roles.
role assignments, from which we have to identify the correct one.

The rules for building pattern used in the step 1 mainly considers the verbs in a context. According to Thai serial verb construction, auxiliary verbs including temporal auxiliary (tense marker such as "่า้" (progressive) and "่าั" (past)), probability auxiliary (such as "่า้" (should) and "่า้" (may)), and directional auxiliary (such as "่า้" (upward) and "่า้" (outward)) are ignored unless there are no other verbs. The remaining verbs with semantic meaning are treated equally. For the VerbNet, we collect Thai verbal information along with restriction to identify semantic relationship to other entities. We exemplify the information as shown in Table 1.

For the current information, we have only collected verbs from the gathered corpus, but we plan to expand the database from other sources.

C. Conceptual Graph Generation

With annotated semantic roles, a conceptual graph can be generated accordingly. The CG as a whole is kept in a formula using logical expression. For an example from the context in Equation 1, the sentence can be formulated into the following formula.

\[(\exists x)(\exists y)(go(x) \land kids) \land City(Bangkok) \land \text{train}(y) \land \text{Agent}(x, kids) \land \text{Destination}(x, Bangkok) \land \text{Instrument}(x, y)\]

As the exemplified formulation, the logical operators are conjunction and the existential quantifier. Those two operators are the most common in translations from natural languages. The formulae thus can be linked to form more detailed relationship as shown in Figure 6.

With the conceptual graph and its logical reasoning, the obtained information can be utilised to classify sellers together based on their predicates such as type of products, locations, and marketing manners. Furthermore, this information could be used as knowledge base for further AI based application and data analytics.

IV. DISCUSSIONS

In generating CGs from Thai Facebook posts on marketing, we encountered several issues. We found that the natural Thai textual expressions were difficult to handle perfectly. Firstly, 27 % of the inputs lack their subject part in which leads to incomplete graph. This circumstance in fact is a usual style of Thai natural language that typically causes ambiguity and incorrectness in automated processing. In this work, we handled the issue by analysing the verb and decide to add the subject part manually. There were two common solutions as 1) adding the post owner name as the subject of the predicate, and 2) considering NP previously mentioned in prior sentence as a subject of the predicate. We found that about 85 % of the cases were handled with the former solution. Secondly, many emerging terms or jargons were used with specific meaning such as "่า้" (transformation of "่า้" (frankly speak)) and "่า้" (stylish euphemism referring to "being cute"). These terms were used sparingly in many contexts in which requires specific design of patterns. Thirdly, the confusion
Figure 6. Examples of relations and concepts from marketing posts

between Thai serial verb construction and running causes. Thai language does not have an explicit marker for cause boundary. With the omission of subject part and continuous written text, verbs can be placed adjacently and lead to ambiguity in both shallow parsing and identifying semantic roles. For instance, Thai text as "ครับ" (customer: NP) "น่าสนใจ" (interesting: verb) "ถูกไหน" (which product: NP) "ไฉน" (inbox: verb) "มั้ง" (mood marker: ignore in shallow parsing) should be analysed for two main verbs sharing the subject "customer". However, the pattern can be confused that the second verb might take the object of the first argument as its own subject. This issue though can be solved if there is a dictionary to help declaring a concept of the noun as it is an object and cannot be considered as an Agent for the predicate.

V. CONCLUSIONS

This work presents a method to translate Thai modern natural texts to conceptual graph via the use of semantic role identification. The proposed method requires the shallow parsing to detect the predicate of the clause/sentence and verb information to identify semantic roles of predicate arguments. With the boundless style of Thai natural language, the design of processes is considerate of incomplete sentence and being flexible. In an attempt to generate conceptual graph, several issues leading to failure were found and discussed. The generated conceptual graphs can be used to classify posts according to predicates and their arguments such as type of products, locations, and marketing manners. Furthermore, this information could be used as knowledge base for further AI based application and data analytics.
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Abstract—This paper presents a novel distance estimation to calculate distances from the stereo camera to the object accurately. This study collected stereo camera images as a dataset, each object determined at two different lighting environments and five different distances between the stereo camera and the object. To estimate the distance, researchers applied supervised learning methods to approach this task. There were performed with two machine learning algorithms: Linear Regression, and Artificial Neuron Network Regression. In the experimental results, the efficiency of the proposed method was examined by using the evaluation metrics to calculate the distance estimation errors. The results showed the model of convolutional neuron networks operated with densely connected neuron networks has the lowest errors rate in comparison with other models. The model eliminates the error rate of distance estimation at 0.000531, 0.014490, and 0.000048 meters, measured by mean square error, mean absolute error and mean logarithmic error respectively.

Keywords—stereo camera, distance estimation, deep learning, regression

I. INTRODUCTION

Depth map data provides a useful reference point in the field of image processing and computer vision. Many research studies had already demonstrated the utility of depth map data, not only in object distance estimation but also in object detection. Object distance estimation in computer vision is most widely practiced by a stereo camera, where images from the stereo camera are used to estimate the object distances seen by cameras. Stereo vision is a typical view of a creature that possesses two eyes system. One of the advantages of the binocular creature is by taking beneficial of overlapped visions to percept depth from both eyes along with the brain reception. Moreover, in the intelligence animal, it is capable of applying experiences to sense the distance of an environment. The stereo vision is most similar human binocular vision, two eyes located parallel in front of the head which different from a most animal that located separately on each side of the head. The stereo vision was used in various applications such as an autonomous vehicle, three-dimensional image reconstruction, background blurring in portrait mode on dual-camera smartphone and estimate the distance from the camera to objects.

In addition, object detection is one of the methods in the image segmentation process, which intends to distinguish the objects from the surrounding environment in the image. The typical task of assigning a class label to each object within the image and the output is a bounding box of objects. Nonetheless, object detection might come along with an object classification, and this classification method performs to categorize detected objects into classes. As the rapid development of machine learning algorithms, the object detection algorithm had been developed for monocular camera images. Felzenszwalb et al. [1] proposed an object detection scheme based on a combination of a multiscale deformable multi-scale part model by using latent SVM. These models are trained using a discriminative process requiring only bounding boxes in a collection of images for the objects. The results showed that this work is efficient and accurate. Recently, deep learning has overcome the constraints of traditional hand-designed feature extractions and can also achieve objectives in complicated circumstances of angular rotation, occlusion, and fighting environments. Several techniques have been proposed for the depth map prediction using deep learning algorithms [2] [3].

The rest of this paper is arranged as follows. The related works are introduced in Section II. The process of the proposed method is briefly explained in Section III. Section IV describes the experimental method and experimental results, and the conclusion is presented in Section V. Finally, Section VI provides a discussion on the results of the experiment.

II. RELATED WORKS

Over the last few years, the depth estimation of deep learning approaches using monocular and binocular camera images has been intensively exploited. Deep learning networks have been validated to be more productive than the traditional hand-designed feature extractions. The most related works will introduce in this section. Zhang et al. [2] proposed a model of binocular stereo vision by using a region-based convolutional neural networks (R-CNN) algorithm. This work used the R-CNN to identify and locate obstacles in the image, and then replace the object in the model in order to compare the area coordinates of the obstacle object. Finally, the formula was employed for calculating the distance between the binocular camera and the obstacle. The experimental results showed that the model of this work is achieved position and target object identification of obstacles effectively. Although this work was successful, there were still several issues that need to be improved, such as, the limitation in terms of the only single obstacle was detected at a period of time.

Another study was conducted by Liao et al. [3] on the monocular depth estimation task, which proposed a method for distance estimation. The data from a laser range finder was used to generate a dense reference map for redefining the
depth estimation task as an estimation of the distance between the actual and the reference depth. This work used a combination of classification and regression for improving the accuracy of the distance estimation. Two datasets were used—the NYUD2 for the indoor dataset, and the KITTI for the outdoor dataset. The accuracy rate and the error rate of the proposed method show better results compared with state-of-the-art techniques that used the same dataset.

Alternatively, Mustafah et al. [4] presented a stereo vision system to estimate an object distance and measure the size of an object. The proposed measurement algorithm of this work designed to work in real-time by using two cameras. The results showed that the average time of the distance estimation and size measurements were 65 milliseconds per cycle. However, this work has several limitations regarding the lighting environment. Due to the background subtraction method was used in the object detection process; it might use high effort to re-calculate every small lighting change to receive the result in the uncontrollable light environments.

In this study, the interesting object was detected within the stereo images, and the extracting attributes were investigated. The objective was to develop a predictive model for an estimate the object distance by using stereo camera images through the two machine learning algorithms. The results obtained from this study provided the predictive distance estimation model of stereo camera images.

III. PROPOSED METHOD

This research had the objective to predict the distance from the camera to the object in an image, by using a pair of images. Accordingly, as illustrated in Fig. 1, the structure of the proposed method was developed to achieve the research objective. The structure comprised of four processes: Object Detection, Feature Extraction, Regression models, and Evaluation.

A. Input images

The image dataset was constructed from 1,290 stereo images, that possessed 2,560 pixels in the width and 720 pixels in the height. Stereo images were taken by the stereo camera—the two lenses camera with the same focal length and image sensor size, that be able to take images from both lenses simultaneously; however, stereo images have an overlapped viewpoint, because two lenses share a rectilinear horizontal plane, that causes stereo images to perceive the depth even it is projected onto a two-dimensional surface.

For the diversity of the dataset, while the image dataset was being recorded, the environments were arranged in terms of numerous conditions as follows: light settings, object types, and object distances. Object types were comprised of two types: aluminum cans, and ceramic mugs. For the light settings, there was either the natural light source or the warm light bulbs.

The most considerable characteristic of the image dataset was the object distances, that were measured from the front of...
### Table I. Example of the Pre-Processed Dataset

<table>
<thead>
<tr>
<th>Distance</th>
<th>Left object position*</th>
<th>Right object position*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x TL</td>
<td>y TL</td>
</tr>
<tr>
<td>1.0</td>
<td>684</td>
<td>557</td>
</tr>
<tr>
<td>1.5</td>
<td>657</td>
<td>547</td>
</tr>
<tr>
<td>2.0</td>
<td>656</td>
<td>539</td>
</tr>
<tr>
<td>2.5</td>
<td>666</td>
<td>536</td>
</tr>
<tr>
<td>3.0</td>
<td>666</td>
<td>530</td>
</tr>
</tbody>
</table>

* TL: The Top-Left position of the bounding box; BR: The Bottom-Right position of the bounding box.

the stereo camera to the closest point of the interesting object. The image dataset was categorized into five groups: 1, 1.5, 2, 2.5, and 3 meters; consequently, the group of each distance had 258 images as shown in Fig. 2.

### B. Feature extraction

The attention of this paper is concentrated on the distance estimation of an interesting object; consequently, the various other processes are described in this section. The basic concept of this process is the pre-processing of the image dataset, which contained raw images, in order to create a feature-linked dataset.

1) **Image Annotations**: the purpose of this process was to determine the position of the object in the image dataset by manpower with label image tool [5]. The area of the object was determined by constructing the most fitted rectangle around the object in the form of a bounding box and annotate those object’s areas according to their object types. Bounding boxes, the representative of the object position, contained four attributes assembled with the x-y coordinate of the top-left position and the x-y coordinate of the bottom-right position. The image annotation results were used in Feature Extraction process and another parallel process was **Object detection**.

2) **Object Detection**: from the box diagram in Fig. 1, this process is an alternative image annotation process that automatically determined the object position and annotated the object type which operated on Tensorflow Object Detection API [6]. To achieve this objective, the annotated data from Image Annotation process and the image dataset were the significant ground-truth dataset to tuning the object detection models. However, in Experiments and Results, the object detection process was not included, because the result of object position was not precisely determined.

3) **Feature Extraction**: this process aimed to collect information on the interesting objects from the image dataset along with results from Image Annotations or Object Detection process. After this process had been completed, two important details were collected: firstly, the object positions of the stereo image in terms of the bounding boxes; secondly, the ground truth distance, the actual object distance, which was measured between the front of the stereo camera and the interesting object in the real environment while the image dataset was being recorded. There were the pre-processed dataset that had 1,290 instances and contained nine attributes as shown in Table I.

### C. Regression models

The machine learning method, that had been selected to contribute to this research, was regression models. The unique advantage of these methods provides continuous numeric values as a result, that corresponds with our expected results. Accordingly, regression models can be classified into two types based on the fundamental concept of the algorithms as explained below.

1) **Linear Regression**: Mathematical equations are used to explain the relationships between the attributes in the linear regression model. The prediction process of linear regression is performed by tuning coefficients and constants value of a mathematical equation, although the prediction model is capable to select the optimization function based on the algorithms. Two linear regressions, that were selected to perform in this research, comprised the Ridge regression and the Polynomial Ridge regression, and the linear least-squares function, which shown below in Equation (1), was selected to be the regression loss function.

\[
\min_w \| Xw - y \|^2 + \alpha \| w \|^2. \tag{1}
\]

2) **Artificial Neuron Network Regression**: There is an unfamiliar **Linear Regression** that uses mathematical equations to explain the relationship of the data. The neuron network layers are performed as the predictive method. The two neuron network regressions, that were proposed to resolve the stereo distance estimation problem, are explained below:

a) **Fully Connected model**: The architecture of the network regression, illustrated in Fig. 3 (a) and (b), was assembled from three and five fully connected layers, respectively. The first part, the input layer, possessed eight inputs and returns as 64 output nodes; the second part, the hidden layer, the second layer in Fig. 3 (a) and the third and fourth layer in Fig. 3 (b), possessed 64 output nodes; and the final part, the predictive layer, provided a numerical number as a result. Every layer except the predictive layer used Rectified Linear Unit [7] (ReLU) as an activation function.

b) **Convolutional with the three-layers Fully connected model**: The network architecture was convolutional neuron networks concatenated with a Fully connected model from the model in step a), which is illustrated in Fig. 3 (c). For a
perspicuous explanation, the model has been separated into three parts. The first part initiated by reshape layer; accordingly, two serial network layers were assembled from one-dimensional Convolutional Neuron Networks (CNN) that had ReLU as an activation function, three kernel sizes, one stride, and six filters. The second part was the global average pooling layer, which flattened CNN features for compatibility with the following part. The third part, the Fully connected model from step a) was reused and returned the result.

D. Evaluation

The objective of this research is to estimate the distance between the stereo camera and the interesting object, the result which is given as a numeric value. Thus, standard regression metrics were applied to evaluate the performances.

Let \( \hat{y} \) is the estimated distance and \( y \) is the ground truth distance, and \( N \) is the total number of images in the image dataset. The regression metrics were adopted in this research comprised:

- Mean Square Error (MSE):
  \[
  MSE = \frac{1}{N} \sum_{i=0}^{N} (\hat{y}_i - y_i)^2.
  \]
- Mean Absolute Error (MAE):
  \[
  MAE = \frac{1}{N} \sum_{i=0}^{N} |\hat{y}_i - y_i|.
  \]
- Mean Square Logarithmic Error (MSLE):
  \[
  MSLE = \frac{1}{N} \sum_{i=0}^{N} (\log(\hat{y}_i) - \log(y_i))^2.
  \]

The most important metric in this research is the MSE as shown in (2). This was applied for many purposes, not only the evaluation of model performance but also the loss function of model optimization while the Artificial Neuron Network Regressions were deployed on the tuning process.

IV. EXPERIMENTS AND RESULTS

The experiments consisted of two sections: evaluations and implementations. The evaluations discussed on the experimental methods and provided feedback on our proposed methods. The implementations reviewed on the software implementation, using API, and hardware details which described below.

A. Software implementation and Hardware details

The experimental environments, implementation method, and programming interface that were used in this research are reviewed. There were arranged based on the proposed method.

**Input images:** The only camera, that recorded the image dataset, is the ZED stereo camera, which is connected to a computer via USB 3.0 interface. The essentials of the image dataset were recorded in the SVO video file format, the specific file format of the ZED SDK. The image dataset was transformed into a pair of images via ZED python API [8].

**Feature Extraction:** TensorFlow Object Detection API [6] was deployed to extract the object position of the image dataset, that provided the results in term of bounding boxes.

**Regression models and Evaluation:** These were separated into two programming modules: first, the Linear Regression models adopted the ready-to-use Ridge regression model and implemented the Polynomial Ridge regression from Scikit-learn [9]; second, the Artificial Neuron Network Regression models were implemented by Keras, higher-level machine learning library interface, sub-module within TensorFlow [10].

Apparently, TensorFlow is a primary module that was used in our various processes, and there also supports to compute and deploy to the graphics processor. Accordingly, the experimental environments were set up on an 8th generation Intel Core i7 with Nvidia GTX 1070 CUDA support.

B. Models evaluation

A total of 80 percent of the pre-processed dataset was randomly selected to tuning the proposed models from Section III.C., Regression models. The other 20 percent was reserved to be the testing dataset. Furthermore, the initial random seed, random algorithm, and initialize value of the training models were deliberately set for reproducibility. After the proposed models had been trained, 20 percent of the pre-processed dataset that was reserved was used to evaluate the model performance by using the evaluation metrics that were described in section III.D., Evaluation.

In the experiment, to achieve the best results, there had many experimental methods were designed for the Artificial Neuron Network Regression models as follows; optimization algorithm comprised of Adam [11] and RMSProp [12] with either full batch method or mini-batches methods; and the learning rate possessed two types, that consisted of constant value and exponential decay, 0.001 initial learning rate with 0.0001 decay rate on 4,000 decay steps. The results in terms of the evaluation metrics are reported in Table II and Fig. 4,

<table>
<thead>
<tr>
<th>Model</th>
<th>Optimizer</th>
<th>Batch</th>
<th>LR</th>
<th>Evaluation Error</th>
<th>MSE</th>
<th>MAE</th>
<th>MSLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>Adam</td>
<td>Full</td>
<td>Exp-d</td>
<td>1758.086</td>
<td>968.343</td>
<td>140.801</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>7802.153</td>
<td>2379.154</td>
<td>818.442</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>17.217</td>
<td>99.291</td>
<td>1.719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>344.882</td>
<td>415.859</td>
<td>48.087</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>2074.986</td>
<td>958.569</td>
<td>190.490</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>38.369</td>
<td>149.896</td>
<td>3.299</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>171.011</td>
<td>346.622</td>
<td>24.331</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>73.446</td>
<td>210.937</td>
<td>15.217</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>10.649</td>
<td>75.863</td>
<td>0.902</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>5.969</td>
<td>51.695</td>
<td>0.513</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>13.871</td>
<td>86.477</td>
<td>1.227</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>2.001</td>
<td>28.380</td>
<td>0.160</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>114.333</td>
<td>278.320</td>
<td>12.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>222.941</td>
<td>376.441</td>
<td>24.773</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>9.566</td>
<td>76.881</td>
<td>0.882</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>103.374</td>
<td>235.482</td>
<td>10.734</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>87.285</td>
<td>221.348</td>
<td>8.275</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSProp</td>
<td>Exp-d</td>
<td>8</td>
<td>0.531</td>
<td>14.490</td>
<td>0.048</td>
<td></td>
</tr>
</tbody>
</table>

\( a \) FC: three layers Fully Connected; FC5: five layers Fully Connected; CNN+FC: Convolutional with Fully Connected

\( b \) LR: Learning rate

\( c \) unit: \(10^{-5}\)
that showed the RMSprop optimizer, mini-batches method, and the constant learning rate significantly reduced the evaluation errors.

Accordingly, the first row in Table III is an essentially mathematical pixel-by-pixel distance calculation method provided by the camera API [8]; these were converted to object distance by averaging pixels of the interesting object in the area of the bounding box, and the estimation metrics were applied. The comparison of the state-of-the-art models, which reported in Table III, used our best performing method, suggested by the results in Table II, the RMSprop optimizer with mini-batches and the constant learning rate. The report showed the Convolutional with fully connected model was the best performing model in all evaluation metrics.

To observe the variance of state of the art, predictions of the testing dataset were evaluated by MSE to demonstrate the model performance based on the actual distance between the stereo camera and the interesting object. The variances of the state-of-the-art models, which reported in Table IV, showed Convolutional with fully connected and five-layers Fully connected model efficiently operated on a short distance, but higher MSE error on long distance might cause by the insufficient dataset or model complexity.

Accordingly, the results from the camera API calculation possessed naturally likelihood to convergence when the distance gradually far away, because the depth equation, that calculated the disparity and used in camera API, was directly developed based on mathematical geometry theorem [ref]. Therefore, the depth equation generated three-dimensional measurement based on the distance between pixel of the object. If the object in the image far away, errors of the distance between pixels was dramatically reduced that influenced MSE as well.

### V. CONCLUSION

This paper presented the novel distance estimation for calculating distances from the stereo camera to the interesting object using machine learning algorithms. The image dataset for distance estimation was organized, that contained the ground truth distance in the meter unit. There might be a not solid precision, but based on other research, e.g., Liao et al. [3] and Mustafah et al. [4], had justified the possibility for manipulating the results appropriately.

As described in the above section, the report indicated the potential of machine learning algorithms to resolve the stereo distance estimation problem even by using the straightforward model and a raw dataset from the feature extraction technique.

### VI. DISCUSSION

In the experiment, we had a curiosity about the performance of Convolutional with Fully Connected compared with Fully Connected. We started to investigate, and the first hypothesis was the two additional layers of CNN over the FC might provide the chance of attributes to spread throughout the layers, so we experimented by adding two FC layers over

---

**Table III: Comparison of Evaluation Errors of Proposed Models on Image Dataset**

<table>
<thead>
<tr>
<th>Model</th>
<th>Evaluation Error(^c) (lower is better)</th>
<th>MSE</th>
<th>MAE</th>
<th>MSLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera API</td>
<td>76.509</td>
<td>202.943</td>
<td>4.017</td>
<td></td>
</tr>
<tr>
<td>Ridge</td>
<td>84.355</td>
<td>244.763</td>
<td>6.840</td>
<td></td>
</tr>
<tr>
<td>Polynomial Ridge</td>
<td>7.121</td>
<td>52.151</td>
<td>0.723</td>
<td></td>
</tr>
<tr>
<td>FC</td>
<td>38.369</td>
<td>149.896</td>
<td>3.299</td>
<td></td>
</tr>
<tr>
<td>FC5</td>
<td>2.001</td>
<td>28.380</td>
<td>0.160</td>
<td></td>
</tr>
<tr>
<td>CNN+FC</td>
<td>0.531</td>
<td>14.490</td>
<td>0.048</td>
<td></td>
</tr>
</tbody>
</table>

\(^c\) unit: \(\times 10^{-1}\)

**Table IV: Comparison of Distance in term of Mean Square Error of Proposed Models on Image Dataset**

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Square Error(^d) of Actual Distance (meter)</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera API</td>
<td>8.919</td>
<td>5.524</td>
<td>3.017</td>
<td>1.619</td>
<td>1.285</td>
<td></td>
</tr>
<tr>
<td>Ridge</td>
<td>67.132</td>
<td>98.017</td>
<td>67.770</td>
<td>17.051</td>
<td>145.505</td>
<td></td>
</tr>
<tr>
<td>Polynomial Ridge</td>
<td>11.391</td>
<td>8.045</td>
<td>2.220</td>
<td>7.973</td>
<td>5.721</td>
<td></td>
</tr>
<tr>
<td>FC</td>
<td>0.395</td>
<td>2.541</td>
<td>7.096</td>
<td>8.010</td>
<td>14.502</td>
<td></td>
</tr>
<tr>
<td>FC5</td>
<td>0.128</td>
<td>0.694</td>
<td>1.049</td>
<td>4.084</td>
<td>22.617</td>
<td></td>
</tr>
<tr>
<td>CNN+FC</td>
<td>0.632</td>
<td>0.219</td>
<td>0.393</td>
<td>8.143</td>
<td>13.572</td>
<td></td>
</tr>
</tbody>
</table>

\(^d\) unit: \(\times 10^{-3}\)

---

Fig. 4. The experimental result of Artificial Neuron Network Regression models on various optimization, batch feeding, and learning rate method using identical evaluation dataset. In each figure, the x-axis is the training step, and the y-axis is the logarithmic scale of the mean square error evaluation metric; the yellow line denotes full batch with exponential decay learning rate, the blue line denotes mini-batches with exponential decay learning rate, and the red line denotes mini-batches with constant learning rate. Figure (a), (c), and (e) denote Adam [11] optimization, and figure (b), (d), and (f) denote RMSprop [12] optimization. Figure (a) and (b) denote the three-layers Fully Connected model, figure (c) and (d) denote the five-layers Fully Connected model, and figure (e) and (f) denote Convolutional with the three-layers Fully Connected model.
FC model, called FC5. The results suggested the number of layers in models has significant.
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Abstract — During a football match, the information is manually collected by humans. However, the correctness of the football match data is difficult to check because of the game’s speed, and thus, human errors can occur. This paper presents an automatic football match event detection from the scoreboard using a deep learning algorithm. The proposed method can reduce human error and performs the detection faster. The study included 68 match of English English Premier League 2017-2018 broadcast videos and tested with 80 testing videos. These videos were prepared from 20 matches broadcast videos, which consisted of twelve matches from the year 2017-2018 and eight matches from the year 2018-2019. The proposed method contains three main steps: data gathering and augmentation, object detection for scoreboard visualization forms, and the event classification. The scoreboard detection is performed with an SSD. The event classification employs the majority vote and time frame technique. The experimental results show an accuracy rate of 1.00 with the expected event scoreboards, comprised of Goal, Substitution, and Card events.
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I. INTRODUCTION

Football is the most popular sport in the world. Many methods have been developed to improve the game in different fields. Significant methods include Goal-line Technology (GLT) and Video Assistance Referee (VAR), which were officially applied in the 2018 FIFA World Cup in Russia.

GLT is a high accuracy goal event detection. The concept is to detect the location of the ball and goal line with high-speed cameras that are set up around the stadium. If the ball passes the goal line, then it is a goal event. It supports the referees when judging an ambiguous goal event.

VAR is an assistance replay video to determine an unclear event. Replay videos are recorded by various types of cameras around the stadium. They are watched by the VAR team in the VAR room in order to assist the referees. The VAR team will notify the referees when an unclear event occurs. A referee can decide to check the replay videos and correct the judgment.

These methods mentioned are current football match quality improvements. Another essential improvement involves the football match information, which is important for most everyone in football. Teams and players require it to develop themselves for the competition, and football fans require it to follow the match results and events. There are websites that provide match event information such as goals, substitutions, cards, etc. At present, this information is collected by humans manually, and human error can occur. Thus, automatic event information detection will prevent human error and reduce human labor.

In this research, the researchers provide a method to detect the match events automatically. The primary concept is that different scoreboard visualization forms can represent the different match events. In a football match event, this paper focuses on three match events: Goals, Substitutions, and Cards. The proposed method can be separated into three main steps as follows.

1) Data gathering and augmentation: The data are gathered from football broadcast video frames and augmented by using image processing techniques.

2) Object detection for scoreboard visualization forms: A Single-Shot MultiBox Detector (SSD) is used as an object detection model. The model was trained with three classes: Goal, Substitution, and Card.

3) Event classification: Classification is needed after the detection to filter incorrectly detected events by using a majority vote and time frame technique.

The rest of this paper is organized as follows. The related works are introduced in Section II. The proposed method is briefly described in Section III. Section IV explains the dataset preparation. Section V outlines the process of the scoreboard detection. The event classification is investigated in Section VI, and the experimental results are summarized in Section VII. Finally, Section VIII provides the conclusion and discussion on the results of the experiment.

II. RELATED WORKS

The creation of a new dataset was needed in this research because there is no prepared data set for football broadcast scoreboards. Unfortunately, the amount of created data was not efficient to train the model. Thus, the data augmentation technique was required. We adopted the data augmentation technique from the Learning Data Augmentation Strategies for Object Detection research [1]. Zoph et al. proposed these data augmentation strategies for object detection. The strategy is to randomly select a group of image processing operations, which are called the “sub-policy”. Each image processing operation has a probability that is applied to the source image.

For the deep learning model, the focus was on an object detection model, and the Single-Shot MultiBox Detector (SSD) [2] was selected as the object detection model. The
model contains two parts: Classification layers and Detection layers. It has fast detection and good accuracy. The original SSD300 has a speed of 46 frames per second and an accuracy of 77.2 mAP.

There are similar works related to football event detection from broadcast video or scoreboard detection in other sports. Firstly, Yang et al. [3] presented a football goal event detection from the scoreboard in videos. They used image processing techniques, such as the Sobel operator and morphology, to locate the scoreboard, and then detect the goal by checking the differences of the scoreboard in every video frame. The results of the experiment had nearly 95% recall and a low average precision of 75%.

Hung et al. [4] proposed a baseball event detection model in broadcast videos. The method started with scoreboard information extraction. The scoreboard was located by using image averaging in videos. Then, the text was recognized with a Neural Network Classifier. After the scoreboard extraction, the shot transition pattern of the video was used to improve the event detection. The Bayesian Belief Network (BBN) classified the shot transition pattern. This research had 92% recall and 95% precision.

Agyeman et al. [5] proposed a football video summarization by using deep learning. They used an improved 3D action recognition Convolutional Neural Network (CNN) for football videos feature extraction. Then, the 3D-CNN and Long Short-Term Memory (LSTM) were used as the recognition framework and to summarize the video. The accuracy of this research was 96.81%.

Eldib et al. [6] proposed a football video summarization using enhanced logo detection. This research used image processing techniques to detect a replay logo to get a replay shot and then, classified the shot and detected an event with a rule-based classifier. The proposed method had 100% recall and 91.7% precision.

Bojukrapan et al. [7] proposed an automatic football summarization by using time constraints. First, they used image processing techniques to obtain a shot boundary. Then, the event from the shot was detected with various image feature extractions, and the event was assigned with a weight. Finally, the events were summarized with the knapsack problem and generated into a 1-minute clip. This method was evaluated with a satisfaction survey, and the satisfaction level was an average of 4.07.

### III. PROPOSED METHOD

The match event detection method begins with the dataset preparation. This step is very important for the proposed method as it can determine the method of performance. Then, the training of the SSD model, which is the object detection model used to detect the visualization of the scoreboard to indicate the match event, was conducted, which are displayed in Fig. 1. The detection will provide the raw event detections, which need to be clarified with the scoreboard visualization criteria in order to reduce the detection errors and summarize the outputs of the events.

### IV. DATASET PREPARATION

#### A. Data Gathering

The dataset was gathered from 68 full match broadcast videos of English Premier League in 2017-2018. The video was extracted to frames with one frame per second extraction rate. Each frame contained the scoreboard, which indicates the match event. Three match events were considered: Goals, Substitutions, and Cards. Every frame of these classes were gathered into the dataset.

#### B. Data Annotation

The scoreboards in the videos can be separated into two types: the main scoreboard and the popup scoreboard. The main scoreboard is always displayed on the frame to show the basic match information such as the teams, score and time. The popup scoreboard displays the match event information such as cards and goals only when these events are occurring.

However, the main scoreboard does not display only the basic match information. It also displays some match event information by transforming the visualization when the event occurs. The remaining event information is still displayed in the popup scoreboard with a different visualization for each event. Therefore, we can use the different visualizations from the main scoreboard and the popup scoreboard to indicate the events. The scoreboard information display criteria can be different in each football league according to the league broadcast design.

For English Premier League 2017-2018, Substitution and Card events are displayed on the main scoreboard, while Goal events are displayed on the popup scoreboard. We annotated the area in the frame for these three event classes based on these criteria, which are displayed in Fig. 2.

#### C. Data Augmentation

We adapted the data augmentation strategy from the research of Zoph et al. [1]. Only the policy application part is used in this research. A policy for the match event detection

![Fig 2. Annotation area for English Premier League 2017-2018: (a) Annotation area for a Substitution event on the main scoreboard; (b) Annotation area for a Card event on the main scoreboard; (c) Annotation area for Goal event on popup scoreboard.](image-url)
dataset contains 20 sub-policies. The sub-policy is randomly selected and then applies a group of image processing operators to the source data for new data generation. Each sub-policy has two different image processing operators with the same applied probability (0.6) and a different magnitude (1-10). There are five operators that are suitable for the match event detection dataset.

1) **Annotation area flip.** It flips the image only in an annotation area. Scoreboard visualization can be symmetrical or mirrored due to the information for both teams. This operation does not use magnitude in the process.

2) **Horizontal transition.** It transitions the overall image and annotation area to align with the horizontal axis.

3) **Vertical transition.** It is similar to the Horizontal transition, but the transition is aligned with the vertical axis.

4) **Gaussian blur.** This simulates the degraded video quality by using the Gaussian blur technique.

5) **Brightness.** It can be adjusted to dark (magnitudes 1 - 5) or bright (magnitudes 6 - 10) in order to generate different match brightness environments.

We created 30,000 augmented training data items, which is sufficient for object detection model training. Fig. 3 is an example of the augmented data. There are 11,100 data for Goal class, 14,643 data for Substitution class and 4,257 data for Card class.

V. SCOREBOARD DETECTION

A. Detection Model

The Single-Shot MultiBox Detector (SSD) [2] is an object detection model that has fast detection and good accuracy. An original SSD300 has a speed of 46 frames per second and an accuracy of 77.2 mAP.

The SSD is used in this research to detect the match events via scoreboard visualizations from the frames. Each event can be indicated by the specific visualization of the scoreboard. We used the SSD with the inception from a TensorFlow Zoo model with slight parameter modification.

1) **Input image size.** It was modified from 300x300 pixels to 640x360 pixels for the frame size compatibility and aspect ratio. The frame size is 1,280x720 pixels, which is too large to train the model. Thus it was decided to modify the model input image resizer to 0.5 times of the frame size (640x360 pixels) in order to maintain the correct aspect ratio and size compatibility without a significant model performance reduction.

2) **Optimizer.** After numerous model training experiments, a suitable optimizer for this detection was found to be the Adam optimizer with an exponential decay learning rate. The initial learning rate is 0.002 and the decay factor is 0.75 in every 1,000 steps.

B. Training and validation

The model was trained with the three classes (Goal, Substitution, and Card) in 40,000 steps. The training dataset had 30,000 items from the data augmentation, and the validation dataset included 1,621 items (5.13% of total data). The final total losses of this model training were 0.15.

C. Detection

Scoreboard visualizations are detected from the frames, which are extracted from the broadcast videos at two frames per second extraction rate. Detection outputs are able to represent match event occurring within the frame. They are filtered with a 95% detection score threshold.

VI. EVENT CLASSIFICATION

Outputs from the detection are the event detection for each frame. Each match event in the videos consists of many frames containing the same detected event. Thus, the detected event frames need to be grouped and clarified to summarize the match events in the videos.

Detected event frames are grouped by event type. Each group contains attributes for event classification, and every group is stored in a pool. The group is created in the pool if the detected event frame contains the event type that is a non-existing group in the pool. If this event type group exists, it will be updated with a frame counting number to count the valid detected frames in the group and the group interval time to count the interval time of the group. In every interaction, the total frame counting number is continually increased for every group and the timeout value is increased for non-match event type groups. The timeout is reset when the group is updated. It is used as a flag to complete the group by breaking the sequence of the detected frames in the group. The timeout is set to 1 second in this research. The group will be complete and ready for event classification when the timeout is greater than 1 second.

Event classification is based on the scoreboard event visualization interval time. The group interval time should be equal to or greater than the shortest visualization interval time. We observed and found that the shortest interval time for the scoreboard event visualizations of English Premier
Leisure 2017-2018 is 2 seconds. Then, the majority vote is used to verify and summarize the match event by checking the frame counting number, which should be more than half of the total frame counting number.

VII. EXPERIMENTAL RESULTS

The performance speed is 200 milliseconds per frame or 5 frames per second. The detection was trained with 30,000 data of Goals, Substitutions and Cards scoreboard from 68 matches. The experiment was separated into two parts: scoreboard detection and event classification. They were examined with 80 testing event videos from 20 matches of English Premier League broadcast videos, which consist of twelve matches from the year 2017-2018 and eight matches from the year 2018-2019. The videos are Goals, Substitutions, Cards and No events, which is an extra event to test the accuracy of the scoreboard detection between expected and unexpected events. Examples of No event are displayed in Fig. 5. Substitution events is the group with the most videos (32 videos) due to it being the most common event occurring in a football match. For Goal and Card events, there were fourteen videos for each event because their average event occurring number is almost half that of the substitutions. The remaining 20 videos are No events, as shown in Table I.

Experimental testing of the proposed method was conducted on a personal computer with an Intel Core i5-4570 CPU, Nvidia GTX 1060 6G graphics card and 10 GB RAM.

The duration time of the testing videos for both parts of the experiment were different. The videos for the scoreboard detection experiment contained only a set of frames that display unaltered event types of the scoreboard. This set was defined as the main event frames. An example is a video that contains five frames that are displaying the Goal event scoreboard.

The video duration time for the event classification is longer, lasting for 10 seconds. It consists of the main event frames and 5-second video sections that appeared before and after the main event frames. The extra video section is needed due to the process of event classification.

A. Scoreboard Detection Experiment

In the first experiment, the focus was on the accuracy of the scoreboard detection between the expected and the unexpected events from the frames. The expected events include Goal, Substitution and Card events, while the others are considered an unexpected event. We tested the detection with all frames from the 80 testing videos. Detected results were grouped into Expected and Unexpected classes in order to determine the accuracy.

As shown in Table II, the results indicate that the higher true positive (TP) rate of 96.94% belonged to the Unexpected Events. The lower TP rate was 90.92%, which belonged to the Expected Events.

The results were reported with respect to the true positive (TP), true negative (TN), false positive (FP), false negative (FN), recall, precision, and accuracy, as shown in Table III. The detection accuracy was 0.92. There were several incorrect detections in which unexpected event scoreboards were classified as an expected event based on the precision of the expected event class. The root cause is the similarity of the visualization of the information scoreboard.

![Image](Image 318x628 to 419x681)

**Fig. 5.** No event scoreboard as unexpected event detection: (a) Normal scoreboard with time (most displayed scoreboard in the football broadcast video), (b) Information scoreboard style 1, (c) Information scoreboard style 2, (d) Added time information scoreboard.

<table>
<thead>
<tr>
<th>TABLE I. TESTING EVENT VIDEOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G = GOAL, S = SUBSTITUTION, C = CARD AND N = NO EVENT)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Match broadcast videos</th>
<th>Testing video</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>G</td>
</tr>
<tr>
<td>Bournemouth vs. West Bromwich Albion (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>Huddersfield Town vs. Crystal Palace (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>Stoke City vs. Everton (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>Newcastle United vs. Huddersfield Town (2017-18)</td>
<td>0</td>
</tr>
<tr>
<td>Watford vs. Bournemouth (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>West Ham United vs. Southampton (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>West Bromwich Albion vs. Swansea (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>Burnley vs. Leicester City (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>Huddersfield Town vs. Watford (2017-18)</td>
<td>0</td>
</tr>
<tr>
<td>Liverpool vs. Bournemouth (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>Swansea vs. Everton (2017-18)</td>
<td>1</td>
</tr>
<tr>
<td>Leicester City vs. Southampton (2017-18)</td>
<td>0</td>
</tr>
<tr>
<td>Brighton vs. Watford (2018-19)</td>
<td>0</td>
</tr>
<tr>
<td>Arsenal vs. Bournemouth (2018-19)</td>
<td>1</td>
</tr>
<tr>
<td>Crystal Palace vs. Huddersfield Town (2018-19)</td>
<td>1</td>
</tr>
<tr>
<td>Watford vs. Southampton (2018-19)</td>
<td>0</td>
</tr>
<tr>
<td>Wolverhampton vs. Arsenal (2018-19)</td>
<td>1</td>
</tr>
<tr>
<td>Burnley vs. Arsenal (2018-19)</td>
<td>1</td>
</tr>
<tr>
<td>Leicester City vs. Chelsea (2018-19)</td>
<td>0</td>
</tr>
<tr>
<td>Watford vs. West Ham United (2018-19)</td>
<td>1</td>
</tr>
</tbody>
</table>

| Total | 14 | 32 | 14 | 20 |

| TABLE II. RESULTS FOR EXPECTED AND UNEXPECTED EVENTS DETECTION |

<table>
<thead>
<tr>
<th></th>
<th>Expected</th>
<th>Unexpected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected</td>
<td>761</td>
<td>76</td>
</tr>
<tr>
<td>Unexpected</td>
<td>9</td>
<td>285</td>
</tr>
</tbody>
</table>

| TABLE III. MEASUREMENTS FOR EXPECTED EVENTS DETECTION |

<table>
<thead>
<tr>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>761</td>
<td>285</td>
<td>76</td>
<td>9</td>
<td>0.99</td>
<td>0.91</td>
<td>0.92</td>
</tr>
</tbody>
</table>
(unexpected event) to the expected event scoreboard. For example, a referee information scoreboard (a) is similar to a Card event scoreboard (b), as seen in Fig. 6.

For false negative (FN) value, some frames of expected events were not detected. These are Card event from Stoke City versus Everton match. The frame displays the card event scoreboard with a player name who got the card. The name length is too short and similar to the No event scoreboard visualization. A comparison between the problem and No event scoreboard visualization is shown in Fig. 7. This problem occurs only on Card event scoreboard detection because its visualization is the most similar to the No event scoreboard. Player name length is only one feature that can separate class of these events. If the player name is too short, these events will not be separated (Card event cannot be detected). Therefore, the problem depends on the player’s name length.

Following this, the scoreboard detections were tested with all frames from the 79 videos, which exclude the No event videos and one video that missing to detect the event as described in the previous paragraph, in order to determine the accuracy of the events identified in the scoreboard detections. This experiment considered three event classes: Goal, Substitution, and Card.

The results of the Goal, Substitution, and Card classes are shown in Table IV. All TP rates were 100%. All events can be detected to the correct class due to the class visualization which is completely different from each other classes as seen in Fig. 8.

The accuracy rate was 1.00 as seen in Table V. It demonstrates the excellent accuracy in detecting the correct event in the scoreboard detections.

In all of the scoreboard detection experiments, there were detection problems with the unexpected event scoreboard when an information scoreboard was detected as an expected event and the short player name length of Card event scoreboard was not detected as an unexpected event. The similarity of scoreboard visualizations is a root cause of these problems.

On the other hand, when the expected event scoreboard is detected, the detection method can identify the event type with a 100% success rate.

B. Event Classification Experiment

The experiment was conducted with 79 testing event videos for Goal, Substitution and Card events. All frames of each video were processed by scoreboard detection before the classification. Only the correct detection frames were used as an input in the event classification. Thus, one event video with Card event detection missing problem is excluded from a total of 80 event videos.

The results of the Goal, Substitution, and Card classes are shown in Table VI, and the TP rate was 100%. The detection result is the input of the event classification. The input of this experiment was included only with correct detection results to determine the classification process.

As shown in Table VII, the event classification had excellent accuracy with a rate of 1.00. All frames of each video were grouped and classified as the correct event.

### TABLE IV. RESULTS FOR GOAL, SUBSTITUTION AND CARD EVENTS DETECTION

<table>
<thead>
<tr>
<th></th>
<th>Goal</th>
<th>Substitution</th>
<th>Card</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>190</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Substitution</td>
<td>0</td>
<td>481</td>
<td>0</td>
</tr>
<tr>
<td>Card</td>
<td>0</td>
<td>0</td>
<td>90</td>
</tr>
</tbody>
</table>

### TABLE V. MEASUREMENTS FOR GOAL, SUBSTITUTION AND CARD EVENTS DETECTION

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>190</td>
<td>571</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Substitution</td>
<td>481</td>
<td>280</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Card</td>
<td>90</td>
<td>671</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### TABLE VI. RESULTS FOR EVENT CLASSIFICATION

<table>
<thead>
<tr>
<th></th>
<th>Goal</th>
<th>Substitution</th>
<th>Card</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Substitution</td>
<td>0</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Card</td>
<td>0</td>
<td>0</td>
<td>13</td>
</tr>
</tbody>
</table>

### TABLE VII. MEASUREMENTS FOR EVENT CLASSIFICATION

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>32</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Substitution</td>
<td>14</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Card</td>
<td>13</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
This research was focused on automatic football match event detection from scoreboards through the use of a deep learning algorithm. The proposed method consisting of two main processes, scoreboard detection and event classification, was used to extract the football match events. Videos from ten matches of English Premier League broadcasts were used for the prediction testing. The experimental results showed that the accuracy rate of the event classification is 1.00.

The proposed method works well with the expected event scoreboards with regard to the scoreboard detection for expected events and event classification accuracy. However, there are problems with the scoreboard detection for unexpected events and Card events with short player name length. The detection results are an input of the event classification, and the incorrect data has an effect on the classification results and the accuracy of the method.

Therefore, studies for the future research works should include scoreboard detection improvement for the event scoreboards with similar visualization as well as enhancement of the accuracy of the event information extraction from the classified events.
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Abstract—At present, speech emotion recognition is a challenging field of studies about emotions of speakers. Speech emotion recognition also enhances interaction between humans and machines. In many situations (e.g. embedded systems), we have to detect emotion in speech within limitation of both computing and memory resources. Even several previous works reported that a reasonable recognition rate can be achieved using transfer learning techniques with popular models, such as AlexNet, they suffered with a large model size and can not be executed on an embedded system. To address this problem, we propose a lightweight deep convolutional neural network architecture, which utilizes only partial component of the AlexNet with Log-Mel-Spectrograms as input. Our result shows that the proposed lightweight model can achieve a comparable recognition rate with the state of the art, but the number of parameters used in our model decreases around 272 times from the AlexNet.

Index Terms—speech emotion recognition, Mel-spectrogram, light-weight model, convolutional neural network, deep learning

I. INTRODUCTION

Speech Emotion Recognition (SER) is one of vital tasks since it can improve human-machine interactions [1]–[4]. SER is usually based on supervised learning. Many classifiers, such as k-nearest-neighbor [5], artificial neural network [6], Gaussian mixture model [7], hidden Markov model [8] and support vector machine [9], have been proposed to achieve high recognition rates. However, Iliou and Anagnostopoulos recently showed that a method based on deep learning outperforms other classifiers in terms of recognition rate [10]. There are three main types of classical neural networks. The first one is the fully-connected neural network (FNN), the second is the recurrent neural network (RNN), and the last is convolutional neural network (CNN) [11]–[13].

There are features used in SER [14]–[17]. For example, Liu et al. investigated feature fusion between cepstum, mel-frequency cepstral coefficients (MFCC) and synthetically enlarged MFCC [15]. Lalitha et al. studied combining of spectral-based features and pitch-based hyper-prosodic features [14]. Wang et al. proposed a new Fourier parameter model using voice quality and the first-order and second-order differences [16]. Bandela and Kumar proposed a new feature called Teager-MFCC, which is the combination of MFCC and Teager energy operator (TEO) [17]. However, Niu et al. and Zhang et al. recently proved that using only spectral features can achieve high recognition rates. They also used the transfer learning technique from AlexNet model [13], [18], [19].

For real world applications, any model should be implemented on an embedded system of which it resources are limited. Although AlexNet is proved to be an effective model to achieve a high recognition rate, it takes too many hardware resources in terms of size of the model. Another drawback of using AlexNet for SER is that it was originally designed for the image classification task, which is called ImageNet [20], [21]. Thus, the model’s architecture is not effectively suitable for SER. Moreover, Qian et al. showed that using a non-square kernel can increase recognition rate in the automatic speech recognition [20]. Therefore, our study aimed to reduce this pain point by proposing a new light-weight deep convolutional neural network (DCNN). Because it was proved that AlexNet’s model architecture can achieve good performance, we adapt and adopt some parts from it. Also, we apply a non-square kernel to the first two convolutional layers [20].

The rest of this paper is organized as follows. Section II describes our proposed method. Section III gives details of our experiments and results. Discussion is made in Section IV, and Section V concludes our paper.

II. PROPOSED METHOD

To design DCNNs for SER, there are two aspects to be considered. The first one is input features, which are computed from a speech signal, and the second one is the architecture
of the model. In this section, we address these two aspects of our model.

A. Input Feature

Speech features used in speech emotion recognition can be intuitively divided into four types, which are acoustic features [16], [22], language features [23], [24], context information [25], and hybrid feature [26].

The most popular features are of the acoustic feature, such as prosody features, voice quality features, and spectral features [13], [27]–[31]. Pitches, durations, and loudness, which are prosody features, are commonly used in speech emotion recognition because they express the stress and intonation patterns of a speaker [27]. Tato et al. showed that voice quality features can be used to distinguish negative and positive emotions [28]. The first three formants and spectral energy distribution are examples of widely used voice quality features. Later, Tahon et al. combined some voice quality features and acoustic features together and showed that the emotion recognition rate improved, compared with using any voice quality features or acoustic features alone [29]. However, recently, Zhang et al. oppositely showed that using only a spectral feature and its derivatives could achieve a high recognition rate [13]. In their work, static, delta and delta-delta log Mel-spectrograms were used as the input of their classifier [13].

In addition, Huzaifah et al. compared the performance of their model of which the input features were Mel-spectrogram, linear-scale spectrogram, constant-Q transform (CQT) spectrogram, continuous Wavelet transform (CWT) scalogram and MFCC cepstrogram and found that using Mel-spectrogram could achieve the highest recognition rate [30]. In this work, we therefore use the log Mel-spectrogram as the model input.

Additionally, Puterka and Kacur showed that the longer the duration of input, the better the recognition rate [31]. Therefore, we used a sequence of log Mel-spectrograms, as shown in Fig. 1, in our work and compared the recognition rate with the work that used the static, delta and delta-delta log Mel-spectrograms [13].

B. Model Architecture

Recently, the DCNN for SER proposed by Zhang et al. is the state of the art in terms of the recognition rate [13]. They used the transfer learning technique on AlexNet [13], [18] in order to achieve a high recognition rate. Since AlexNet consists of about 60 million parameters, which is not suitable for embedded systems, as mentioned before, our proposed model is therefore adopted and adapted from it. Thus, we purpose a new model architecture as shown in Fig. 2.

The proposed architecture consists of two 3 × 12 convolutional layers, with 32 filters, that follows by a 2 × 2 max pooling layer. The outputs of the last max pooling layer are fed to three 3 × 3 convolutional layers with 64 filters and one 2 × 2 max pooling layer. Then, the last three layers are a flatten layer, a 16-node fully-connected layer, and a 7-node fully-connected layer, which is the output layer.
III. Experiment and Result

In our experiment, the EMO-DB speech corpus [32] was used to evaluate the model performances. It contains 535 emotional utterances with 7 different emotions, which are anger, joy, sadness, neutral, boredom, disgust, and fear. Those utterances were from 10 German native speakers, which are 5 male and 5 female speakers. The EMO-DB corpus consists of 5 short and 5 long daily life sentences. All speech signals were sampled at a 16 kHz with a 16-bit resolution. The average duration of each utterance is about 3 seconds.

Four objective measures, which are weighted average recall (WAR), unweighted average recall (UAR), f1-score, and accuracy, are used to evaluate our proposed model. In multi-class classification, using accuracy alone is not sufficient because a good model should be able to equally handle each class well. Therefore, WAR, UAR and f1-score are typically used to assess because they take each class recognition rate into account. For class-imbalance dataset, using UAR is more suitable than WAR because it equally reflects each class recognition rate. An f1-score can clearly indicate balancing between precision and recall.

In our simulation, we use 64-long context window size, with 25 ms long window size and 10 ms shifting, and the number of the Mel-filter bank is set to 64, as suggested by Zhang et al. [13]. Hence, our context window size is 63 \times 10 + 25 = 655 ms long. We used the overlap length of 26 \times 10 + 25 = 285, which is greater than 250 ms, which is the number suggested by Woellmer et al. [33]. Moreover, to avoid the overfitting problem, two dropout layers, a zero mean Gaussian-noise layer, and L2-weight regularization were used. To speed up our training, batch normalization layers were placed after every CNN layer, after every fully-connected layer, and before every ReLU activation function layer [34], [35]. In addition, Bergstra et al. have proved that using a random search for the hyper-parameter optimization is effective [36]. Therefore, a random search for the hyper-parameter optimization was deployed in our work to tune the hyper-parameters, dropout-seconds, standard deviation of Gaussian noise, L2-weight regularization. We performed the random search for 150 trials. We then selected the best f1-score from those trials.

Before evaluating our proposed model, we firstly investigate the effect of number of log Mel-spectrograms, which is the input of our model. In our experiment, the number of log Mel-spectrograms, which is denoted by \( N \), was varied from 1 to 3. The comparison results are shown in Table I. It can be seen that 3 log Mel-spectrograms can achieve the highest recognition rate. Therefore, we set \( N = 3 \) for comparison between our proposed model and the state of the art.

<table>
<thead>
<tr>
<th>( N )</th>
<th>WAR</th>
<th>UAR</th>
<th>f1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>76.84</td>
<td>80.28</td>
<td>62.16</td>
<td>73.49</td>
</tr>
<tr>
<td>2</td>
<td>77.75</td>
<td>70.04</td>
<td>64.15</td>
<td>76.73</td>
</tr>
<tr>
<td>3</td>
<td>85.54</td>
<td>87.16</td>
<td>78.07</td>
<td>77.99</td>
</tr>
</tbody>
</table>

Table II shows the comparison between our proposed model and the state of the art. It can be seen that our proposed model is slightly better than the others in terms of UAR. However, the WAR values are comparable. We compare our recognition performance with these results because they used the same evaluation method called Leave One Speaker Out [37].

IV. Discussion

In this section, we discuss 2 issues. The first topic is the reason we varied \( N \) from 1 to 3, and the second one is about the merit of our proposed model.

First, from Table I, we found that more number of frames can lead to higher f1-score and accuracy. The reason that the max number of frames used in our experiment is 3 is because the shortest utterance duration in the EMO-DB dataset is 1.23 seconds, and 3 frames take 250 \times 3 = 1250 = 1.225 seconds. That means if the number of frames \( N \) is greater than 3 per input, some data must be omitted which is not suitable for the comparison.

Second, even though we cannot conclude that our proposed model’s recognition rate outperforms the others [13], [37]–[39], our model is more light-weight due to the fact that Zhang et al. used transfer learning technique from AlexNet model, which contains about 60 million parameters [13], [18]. In contrast, our proposed model takes only about 220 thousand parameters. Therefore, embedded systems can take benefits from this merit.

V. Conclusion

In our work, we studied the effect of varying number of log Mel-spectrograms of the model input. We used random search with 150 trials to compare the results. The results shows that increasing number of log Mel-spectrograms can improve the model’s recognition rate. Moreover, our model achieved a comparable recognition rate from the state of the art, which used transfer learning techniques from the AlexNet, by using only 220 thousand parameters.
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<table>
<thead>
<tr>
<th>References</th>
<th>Features</th>
<th>Classifier</th>
<th>WAR</th>
<th>UAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schuller et al. [37]</td>
<td>Prosody, MFCC</td>
<td>SVM</td>
<td>85.60</td>
<td>84.60</td>
</tr>
<tr>
<td>Stuhlsatz et al. [38]</td>
<td>Prosody, MFCC</td>
<td>GerDA</td>
<td>81.90</td>
<td>79.10</td>
</tr>
<tr>
<td>Eyben et al. [39]</td>
<td>ComParE set</td>
<td>SVM</td>
<td>N/A</td>
<td>86.00</td>
</tr>
<tr>
<td>Zhang et al. [13]</td>
<td>Static, Delta and Delta-Delta Log Mel-spectrograms</td>
<td>DCNN</td>
<td>87.31</td>
<td>86.30</td>
</tr>
<tr>
<td>Proposed model</td>
<td>Sequence of Log Mel-spectrograms</td>
<td>DCNN</td>
<td>85.54</td>
<td>87.16</td>
</tr>
</tbody>
</table>

TABLE II

WAR and UAR comparison between our proposed model and the state-of-the-art models.
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Abstract—This research objectives were to design and develop algorithms for detecting and tracking human eye movements. The Researchers use image processing techniques combined with Haar Classifier and Region of interest for control eye. The system designed to control the operation of the eyes to perform the functions of controlling the smart phone. The researcher simulating cursor with microcontroller. The result is showed that system can detect face and eye precisely. The accuracy of this test is 78 percent.
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I. INTRODUCTION

Nowadays, the access to information and communication is essential in learning and development of various potentials. The technology is essential to use in people's daily lives. Everyone can access technology, such as using a mobile phone for chatting or using tablet applications. There are some people who are unable to use the phone and tablet, such as people with disabilities, patients, or people with physical disabilities. From the statistics of computer usage between 2009 and 2013, it was found that proportion of computer users increased by 35.0 percent (22.2 million people), Internet users increased by 28.9 percent (18.3 million people) and Mobile phone users increased by 73.3 percent (46.4 million people) show figure 1.

II. RELATED LITERATURE

A. Haar-Like Model

Haar-like feature proposed by Viola and Jones. Haar-like feature extraction is a popular Technique implemented for finding the difference of the intensity between white and black areas.

The area for searching Haar-like feature can be calculated by an integral image. The vertical and horizontal intensity summed can make an integral image. One, two, three and four can be used as the reference points to calculate the intensity in D area. The sum of the intensity of the A area equals to the one while the intensity of the A and B areas equals to the two. The sum of the intensity of the A and C areas equals to the three while the sum of the intensity of the A, B, C, and D areas equals to the four. The following equation (1) can be used to calculate the sum within D area.

\[ D = 4 - 3 - 2 + 1 \]  

(1)

The number of people using information technology is increasing because the smartphones and tablets is work the same way as computers such as use to search data, communications, various transactions and the education. In the design of smartphones and tablets, it is small and light. The control smartphones and tablets use your fingers to control and open the application. Therefore it is difficult for people with disabilities or patients.

The researcher developed a device to assist patients or the disabled. To be able to use smartphones and tablets using eye detection.

The area for searching Haar-like feature can be calculated by an integral image. The vertical and horizontal intensity summed can make an integral image. One, two, three and four can be used as the reference points to calculate the intensity in D area. The sum of the intensity of the A area equals to the one while the intensity of the A and B areas equals to the two. The sum of the intensity of the A and C areas equals to the three while the sum of the intensity of the A, B, C, and D areas equals to the four. The following equation (1) can be used to calculate the sum within D area.

\[ D = 4 - 3 - 2 + 1 \]  

(1)

Figure 2. (a)Haar-like feature characteristics, (b) Two-rectangle features. (c) Three-rectangle features. (d) Four-rectangle features.

Figure 1. Population Aged 6 years and Over by Information and Communication Technology Using.

Figure 3 shows that five is the value of the sum of the intensity within D area which is used to find Haar-like feature. Two adjacent squares are derived from six reference points. Three and four adjacent squares are derived from eight and nine reference points. The computation time has the same
range for every square size which means the computation time is affected by a strong point of an integral image.

![Image](image1.png)

Figure 3. Shows an Integral Image technique, (a) shows Original image, (b) shows Sum of the vertical and horizontal intensities, (c) shows an Integral image and (d) shows Computation of the intensity of the D area.

B. Arduino Pro Micro

Microcontroller chip ATmega32U4 is connected via USB port. A micro-USB connector with Male Pin-Headers separated in two rows and had distance between each pin of 2.54 mm. was used to plug on breadboard. It is used to record commands to control the movement of the cursor via Arduino program.

![Image](image2.png)

Figure 4. The Arduino Pro Micro

C. Wireless Serial 4 Pin Bluetooth

It is a transmitter used to control devices between smartphone and Arduino. A simple principle for using Bluetooth is to pair devices. After connected, devices can be commanded via application on smartphones.

![Image](image3.png)

Figure 5. Wireless Serial 4 Pin Bluetooth

D. USB On-The-Go (OTG)

When connecting devices to USB for the first time requires driver installation. However, Android does not allow users to install driver, OTG is required for connection to display a cursor on devices. OTG is a wire that enables USB storage to work compatible with Android devices so that the stored data in USB storage can be retrieved. USB storage consists of 2 ports; 1) USB Port works as a socket to connect other devices such as a cursor or a keyboard and; 2) MicroUSB Port is a part to be connected to a smartphone or a tablet.

![Image](image4.png)

Figure 6. Elements of a device.

III. PROPOSE METHODOLOGY

The researcher design system show that figure1. The system dived process follow as:

A. Image Pre-Processing.

When the system receives an eye image from the camera on the device, the image will be processed into digital data.

B. Eye Detection

The system will detect eye positions to identify eye position data.

C. Eye Math Pattern

The data is transferred to the microcontroller to process a command in accordance with eye movements to monitor such as left move, right move, bottom move and top move. The movement of the eyes is the movement of the mouse.

D. The Control of the mouse

The last stage is to display results on a smartphone and a tablet to control system such as open website.

E. The process of the eye movement detection system

The process of the eye movement detection system can show as follows:

Input Image from Webcam

Firstly, The camera captures the user's eyes using the commands from HighGUI when open Smartphone.
• Image Pre-processing

Image enhancement is essential for pre-processing process. The RGB color image requires conversion into Gray-scale image. The calculation is as follows.

\[
\text{Gray} = 0.299 \times R + 0.587 \times G + 0.114 \times B
\]  
\( (2) \)

Where

\[ \text{Gray} \text{ is gray intensity value is between 0 to 255} \]
\[ R \text{ is red intensity value is between 0 to 255} \]
\[ G \text{ is green intensity value is between 0 to 255} \]
\[ B \text{ is blue intensity value is between 0 to 255} \]

• Detecting eye by Haar Classifier

AdaBoost Algorithm. Haar-like feature includes plenty of features yet a small number of the features are preferred. To improve features, AdaBoost algorithm is thus integrated. It discovers weak classifiers and combines them to become strong classifier.

- Let images are \((x_i, y_i)\), where \(y_i = 0, 1\) for negative and positive image, respectively.
- Define the first weight as the equation (3)

\[
W_{1,i} = \frac{1}{2m}, \frac{1}{2l}
\]

\( (3) \)

Where \( y_i = 0, 1 \)
\[ m \text{ is the number of negative image.} \]
\[ l \text{ is the number of positive image.} \]

• Let \( t = 1, , T \)
  
  a) Normalize weights

\[
W_{t,i} \leftarrow \frac{W_{t,i}}{\sum_{j=1}^{n} y_{i,j}}
\]

\( (4) \)

Where \( w_t \) is a probability distribution.

  b) Compute a weak classification function \((h_j)\) and an error \((e_j)\) in each feature \((j)\)

\[
h_j(x) = \begin{cases} 
1, & \text{for } p_j f_j(x) < p_j \theta_j, \\
0, & \text{otherwise,} 
\end{cases}
\]

\( (5) \)

\[
e_j = \sum_{i,j} w_{j,i} \mid h_j(x) - y_{i,j} \mid
\]

\( (6) \)

c) Select the weak classification with the lowest error.

d) Adjust weights.

\[
W_{t+1,i} = W_{t,i} \beta_t^i
\]

\( (7) \)

Where

\[
e_i = 0, \text{ When } x_i \text{ is classified correctly} \\
e_i = 1, \text{ Otherwise}
\]

\[
\beta_t = \frac{e_i}{1- e_i}
\]

\( (8) \)

• The final classification is calculated as follows.

\[
h(x) = \begin{cases} 
1, & \text{if } \sum_{t=1}^{T} \alpha_t h_t(x) \geq \frac{1}{2} \sum_{t=0}^{T} \\
0, & \text{otherwise,}
\end{cases}
\]

\( (9) \)

Where

\[
\alpha_t = \log \frac{1}{\beta_t}
\]

**Cascade classification.** When the strong classifier equation is obtained, it is divided by cascade classification into \( n \) stages. This means that it is not necessarily required the inputs to have computing in all stages. Nevertheless, recognition of the input passing through all stages will take place or it will be rejected.

Figure 8. Shows Cascade classification

Eye Detection is shown in Figure 9.

Figure 9. Eye position detection ClassifierCascade

- Detecting Eye Eage by ROI

Region of Interest (ROI) is employed for pupil detection which creates a circle around pupil position. The center point of the pupil \((x,y)\) is identified by the circle function of Open CV and the radius \((r)\) is determined referring to the circle equation as shown in equation (10).

\[
\text{radius } (r) = \sqrt{(x - \text{Center}_x)^2 + (y - \text{Center}_y)^2}
\]

\( (10) \)
Figure 10. ROI technique is used to detect the pupil position.

- **Eye Tracking by template matching**

  Eye tracking based on template matching is the method to track the directions of eye movement for control the operation of the cursor. The example is if the eyes move to the left which the cursor will move to the left.

  The equation below shows the calculation of an initial coordinates used for the movement.

  \[
  (x_c, y_c) = \left( \frac{x_r + x_l}{2}, \frac{y_r + y_l}{2} \right) \quad (11)
  \]

  Where

  \( (x_c, y_c) \) = center coordinate between the eyes

  \( (x_r, y_r) \) = right eye coordinate

  \( (x_l, y_l) \) = left eye coordinate

  When the initial coordinates are obtained, the distance and movement of the cursor is affected by the change of the position of any point to other positions. The equation below shows the calculation of the distance (12).

  \[
  \text{distance} = \sqrt{(x_c - x')^2 + (y_c - y')^2} \quad (12)
  \]

  Where

  \( x_c, y_c \) = center coordinate between the pupils

  The equation (13), (14), (15), and (16) show the calculation of the new coordinate from the mouse movement.

  \[
  \theta = \arctan\left(\frac{y_c - y'}{x_c - x'}\right) \quad (13)
  \]

  \[
  x_c\_update = x_c + \frac{\text{distance}}{3} \cos\theta \quad (14)
  \]

  \[
  y_c\_update = y_c + \frac{\text{distance}}{3} \sin\theta \quad (15)
  \]

  \( (x_c\_update, y_c\_update) \) = coordinate of mouse \quad (16)

  MotionEvent on android mobile works with Match template function of OpenCV.

- **Face Detection** for sent data in click mouse

  CascadeClassifier library of OpenCV for detection is utilized to detect a region of face in the receive image or known as face detection. To detect a face, the eye detection is considered. Then, the Histogram values of the left eye and the right eye within the image are compared. The system will create a square box around the face region. But if unable to detect the face in the specified time the system will send commands to click once.

The process of the eye movement detection system can flowchart in figure 11.

Figure 11 the receive picture and Eye detection.

IV. **THE EXPERIMENTAL AND RESULT**

We tested the system 100 times.

A. **Eye Detection Testing**

  The image receiving and location tracking procedures while starting the program is processed by the eye detection testing.

B. **Test cursor control**

  The test cursor control is test cursor movement to simulate the direction of the eye movement as follows.

Figure 12 the receive picture and Eye detection.
The left side is tracked when the eyes turn left.
The right side is tracked when the eyes turn right.
The topside is tracked when the eyes move to above.
The bottom side is tracked when the eyes move to below.

Figure 13. The picture shows the test, instructing the cursor to move to the left.

Figure 14. The picture shows the test, instructing the cursor to move to the right.

Figure 15. The picture shows the test, instructing the cursor to move to the above.

Figure 16. The picture shows the test, instructing the cursor to move to the below.

Figure 17. The picture shows click test.

Two types of the experiment are identified including performance testing for the eye detection and eye tracking. Below is the experimental results.

TABLE I. EXPERIMENTAL RESULTS OF THE PERFORMANCE OF THE EYE DETECTION

<table>
<thead>
<tr>
<th>The position of the eye detection</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight</td>
<td>Top</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.96</td>
</tr>
</tbody>
</table>

TABLE II. EXPERIMENTAL RESULTS OF THE PERFORMANCE OF THE EYE TRACKING

<table>
<thead>
<tr>
<th>The position of the eye tracking</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>Bottom</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Based on the 100-time experiments, the accuracy of the eye detection and eye tracking performances can be described as follows.

The detection capability accuracy when looking straight on, looking up, looking down, turning to the left and turning to the right was 96, 87, 89, 96, 95 and 93 percent respectively. The eye tracking capability accuracy when looking up, looking down, turning to the left, turning to the right and looking straight on was 73, 76, 69, 98 and 78 percent respectively.

V. CONCLUSION

This paper is proposed to design eyes tracking system in smartphone for disabled arm person. The system can help people with disabilities or patients with disabilities to move their arms, hands, and fingers to have access to information technology. The results showed that the operation of the system is able to detect the face and find the eye position accurately, with an average accuracy of 93 percent. The cursor control has an average value of 78 percent.
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Abstract—In metro cities we can see people a huge rush at shopping malls on holidays and weekends. This becomes even more when there are huge offers and discounts. Today purchasing various products in supermarkets require a trolley or a basket. However, the product procurement represents a complex process. Each time customers have to carry the basket for getting the items and placing them in the basket and also they has to take care of expense computation. After shopping, most customers have to wait in a long queue for product scanning and bill payment. Therefore for dealing with this problems, developing a smart basket for shopping is presented in this research. Each and every product commonly contains barcode tag. The smart basket will consist of a barcode reader of mobile phone. When the customer scans and places any product in the basket, cost and the name of the product will be displayed on display mobile phone. The sum total cost of all the products will be added to the final bill, which will be stored in the micro controller memory. It will transfer the product information of the items placed in the basket using a transmitter to the main computer. Weight sensor system on the basket is used to validate in the shopping process accuracy. So, the proposed basket will support to avoid waiting in billing queue while constantly thinking about the budget.

Keywords—smart shopping cart, Internet of Things (IoT), weight sensor, load cell

I. INTRODUCTION

In the era of the Internet of Things (IoT), interactions among physical objects have become a reality. Everyday objects can now be equipped with computing power and communication functionalities, allowing objects everywhere to be connected. This has brought a new revolution in industrial, financial, and environmental systems, and triggered great challenges in data management, wireless communications, and real time decision making. Additionally, many security and privacy issues have emerged and lightweight cryptographic methods are in high demand to fit in with IoT applications. There has been a great deal of the IoT research on different applications, for example smart home, IoT-health system [1], wearable devices [2], [3], etc.

Today’s world have a fast growing population with a wide range of demand from a variety of domains. With the development of people society, supermarket has been part of their daily life. Supermarkets are self-serving in nature, where customers use shopping carts or baskets in the store, search for the items they want to buy, place them into the containers and then proceed to the checkout counters. With little to none assistance, locating the shopping items in a big store can be very time-consuming, physically exhaustive and mentally frustrating. Due to the wide variety of commodities in the market, customers can buy anything they need.

However a coin has two sides, the more goods there are, the more time customers will spend on shopping. Customers may waste a lot of time on searching what they need. At billing stand the cashier takes one by one item from the cart for barcode scanning to make the bill due to which more time is going to be wasted and this results in long queue at billing places. So we thought of reducing the time consumption of the customer. Shopping mall is a place where people get their necessities ranging from food products, biscuits, clothing and electrical appliances. The numbers of large as well as small shopping malls has increased throughout the world due to increase in public demand and customer spending. Customers face difficulties about getting information about the products they wants to purchase and waste of time at the billing counter after shopping. Continuous improvement to the outdated billing system is needed to improve the quality of shopping practice to the customers. The program is intended to allow customers to feel the convenience that the IoT smart supermarket brought about to people’s lives and understand what is IoT and how does it affect people’s lives really and truly.

So in this paper, a smart shopping basket based on IoT technology is focused, which has not been well-studied in the past. Such a system, the customer scans the product using the barcode scanner from mobile phone application, information of product is shown and the bill is automatically updated. The weight sensor is placed under the cart which provides the total weight of the product in the cart, and the total weight of the products is also obtained from bar code scanner. If both of these values are matched, then the billing process is proceeded. Customers are also provided with option of removing the product from the basket where once again they need to scan the product. The updated list of the products is displayed on the mobile display. So, this system ensures that only scanned products are packed and billed.

The remainder of this work is arranged as follows: the recommended related works is offered in Section II, while Section III details the proposed shopping system to tackle the shopping problem. Section IV shows the shopping prototype.
Finally, section V provides the conclusion.

II. RELATED WORK

The smart shopping system with IoT technology and artificial intelligence is recently very popular. Chandrasekar and Sangeetha [4] explain the centralized and automated billing system Using RFID and ZigBee communication. However the research in limited only to the RFID tags and it is difficult to attach and detach RFID tags to each item. In paper [5], authors explain the shopping cart with three key components. First component is the shopping cart and the second key component is the communication system and the last component is the centralized system. But this paper is also limited to the RFID tags. Aryan [6] explains the localization algorithm based on hybrid sensor system with application to an active shopping cart. But the technology used in the paper is not recommended to the Indian marketing.

The implementation of the smart shopping cart using RFID tags were given in the paper [7], a system is urbanized that can be used in malls to solve the mentioned challenge. The system will be placed in all the carts. It consists of a RFID reader. All the products in the mall will be set with RFID tags. When a person puts any products in the trolley, its code will be detected and the price of those products will be stored in memory. As we put the products, the costs will get added to total bill. Thus the billing will be done in the trolley itself. Item name and its cost will be displayed on LCD. Also the products name and its cost can be announced using headset. Smart shopping cart using wireless communication is implemented in the paper [8].

III. THE PROPOSED SHOPPING SYSTEM

A. The System Design

The goals of the work is to provide pleasant shopping experience for the customers. Product information of all store merchandises and reducing delay billing time are mainly considered in shopping basket implementation. Customers face difficulties about waste of time at the billing counter after shopping and getting information about the products they want to purchase. Continuous improvement to the automatic billing system is needed to improve the quality of shopping practice to the customers. So, the design of the proposed shopping basket can be shown in Fig. 1. With the smart shopping basket, the weighted sensor system and mobile application in mobile phone is proposed. The weighted sensor system is consists of load cell module which is connected to the load cell amplifier HX711 module. The total weight of the product from the shopping basket is transferred to ESP8266 NodeMCU for sending weight data to record in the cloud server through Wi-Fi network. The shop customers scans the product using the application of mobile for showing the product information and its promotion and the bill is automatically updated. The weight sensor is placed under the cart which provides the total weight of the product in the cart, and the total weight of the products is also obtained from the mobile application. If both of these values are matched, then the billing process proceeds. The customer is also provided with option of removing the product from the basket where once again customer needs to scan the product. The updated list of the products is displayed on the mobile screen. So, this system ensures that only scanned products are packed and billed.

The smart shopping basket integrates a shopping basket with barcode reader placed at the top of the shopping basket. It facilitates the customer to self-scan the barcode of the purchased products which each customer intends to purchase. If the customer wants to remove any products that can be done by scanning the product again while removing from the basket. A smart phone with an android application is used here. As soon as customer are logged in, a customer are assigned with a basket id which customers will be using throughout their shopping.

An android application facilitates customers to set the budget limit before they start their shopping. An android application makes note of all the scanned commodities of the particular basket and is linked with the Supermarket’s backend database which contains details of the products such as price, stock amount, its promotion and etc. If the shopping amount reaches close enough to the budget limit or goes beyond the budget limit then the customer is notified through the same application. A customer can also increase the budget limit and set new budget limit once he is notified, or else he can generate the bill.

The scanned products are automatically billed in the android application, thereby significantly reducing turnaround time. The scanned products are also transmitted to the Shop’s central billing program through a Wi-Fi network. By using this mechanism, the tedious work of scanning and billing every single product at the cash counter can be avoided. A weight sensor is also integrated with the shopping basket at the bottom of it. It is just to ensure if any product is added without getting scanned, so that the extra weight in the basket can be sensed. Finally, after the shopping and bill payment the bill is sent to the customer’s registered E-mail through the same application mentioned.

The proposed structure of the shopping basket can be shown in Fig. 2. Three main components of the shopping basket
consist of:
1) The control box: this box contains HX711 module and ESP8266 NodeMCU modules. Fig. 3 shows the connected networks between HX711 and ESP8266 NodeMCU module. When the shopping basket is online, weighted data of shopping merchandises will be sent from HX711 to ESP8266 NodeMCU.
2) The weight sensor module: the module is on the button of the shopping basket. All weight data on its is sent to the control box part for showing the useful information of products and processing the billing information.
3) The mobile phone holder: the mobile phone is holden with this part. It is used to scan the barcode of each products and shows their information. Moreover, it also provides shopping amount and budget of their customers.

IV. THE SYSTEM PROTOTYPE

According to the design of shopping basket in the previous section, the shopping basket is implemented as the prototype basket in this section. Fig. 4 shows the connecting among the Load Cell, HX711 and ESP8266 NodeMCU. After that, the experiment is conducted by scaling some commodities and the weighted results is shown in Fig. 5.

The top-view completed prototype of shopping basket is shown in Fig. 6. The weight sensor module is on the bottom of the basket. The control box is beside the basket. Fig. 7a and Fig. 7b show the login and budget on the mobile application, respectively. The mobile application performing a commodity scanning can be showed in Fig. 8.
V. CONCLUSIONS AND FUTURE WORKS

This kind of system and application will provide a way for smart shopping. It will be a great way to handle customer inconvenience that are faced during shopping, especially during the festival seasons. Customers, simply by using their own android phone application, can manage everything within the shopping environment in this work. Since the products are scanned quickly as soon as they are placed into the shopping basket and paperless bills are generated and sent to the customers registered E-mail it saves time of waiting in a long queue at the cash counter. Thus it shows a high potential of IoT system to be integrated in supermarkets or shopping malls.
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Abstract—This research was studied the preliminary system of short circuit current detection in sub-transmission line. It can utilize rapidly working staff for the Province Electrical Authority (PEA) and PEA’s control center to limit the investigation area of contingent circuits. So the short-circuit or over current is the problem in electrical transmission line network, what to effected the damageable electrical protection devices such as fuse etc. it’s cause to occur the back-out event. It need several time to repair. For this research have proposed the automatic short-circuit current warning system via a mobile phone network by microcontroller processing. This system will be monitor the current value as an indicator in real time short circuit events using the electrical current measurement device 1 set per 1 phase. When the current value from one of the values exceeds the specified value. The system detector will send short message service (SMS) that measured current value to the mobile phone the specified number. It can check the measured current values at any time by sending SMS to the device. The device will send the current value of the 3 phases measured at that moment back. Finally, the experiment results in 3 area as Petchburi’s PEA, PEA-substation and Big-C department store can detect short-circuit current in sub-transmission line any area have accuracy about 98%. It help to repair sub-transmission line rapidly.

Keywords—short circuit current detection, sub-transmission line, short message notification

I. INTRODUCTION

Electric power transmission via transmission line to consumers continuously with electrical quality are important to the reliability and stability of the power distribution system, depends on the design and maintenance of the electrical system [1]. Occurrence of power failure will cause a lot of damage. Electrical power transmission that must cover all areas, Therefore in some electrical power transmission line have to distribute electricity at a long distance and there are a lot of junction points going through the alleyways. When a short circuit occurs in sub transmission line, it is difficult and take a long time to find the short circuit location. Because today Provincial Electricity Authority still using random sampling methods to find the location of the event, by driving a vehicle to find them. This research studied the introduction of short circuit current detection systems can responsibility to the staff and control center to limit the area of detection of the incident point, to be able to find the short circuit location quickly and accurately, make the solution quickly and restore the electrical system faster.

II. BASIC THEORIES

A. Basic knowledge of short-circuit current

The Standard IEC 60909 divides the short-circuit current into two types [2].

- Near-to-generator short-circuit

- Far-from-generator short-circuit

B. Calculation of short-circuit current

Determining various of short-circuit current can be calculated from the equation as in Table 1 [2], [3].
### TABLE I. EQUATION FOR SHORT-CIRCUIT CURRENT

<table>
<thead>
<tr>
<th>Fault type</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-ph</td>
<td>$I_s = \frac{e(\text{kV})}{\sqrt{3}Z_o}$</td>
</tr>
<tr>
<td>1-ph to ground</td>
<td>$I_s = \frac{\sqrt{3}e(\text{kV})}{Z_o + Z_i + Z_e}$</td>
</tr>
<tr>
<td>2-ph to ground</td>
<td>$I_s = \frac{\sqrt{3}e(\text{kV})}{Z_o + Z_i + Z_e (Z_i / Z_e)}$</td>
</tr>
<tr>
<td>Line to line</td>
<td>$I_s = \frac{e(\text{kV})}{Z_o + Z_e}$</td>
</tr>
</tbody>
</table>

From the study of the difference of short-circuit current according to IEC60909 and IEEE551 and impact on the overcurrent protection system in substation [4]. The short-circuit current has a very high value (more than 1,000 A) [5], [6].

### III. SCOPE OF RESEARCH

The short-circuit current is higher than 1000 A, it difficult to generated a short-circuit current to test the operation of the equipment and do not know when the short-circuit current will be occur. So the equipment will be tested by reference from normal load range compare with peak load range. When the measured current is greater than the set. The device must send SMS the measured current value to the specified mobile phone immediately, and must be able to send SMS the measured current to the specified mobile phone every time when receiving a request message.

### IV. PRINCIPLES OF CREATING A SHORT-CIRCUIT CURRENT DETECTION SYSTEM

The short-circuit current detection is controlled by microcontroller for transmitting short-circuit current, and able to report the results via the mobile phone network. The process of creating the system are as follows.

#### A. Build a current measurement device

Using current transformers installed at the 3 phase power transmission line to measure the current in each phase, and send the value through the wireless module NRF24L01 in the 2.4 GHz band, controlled by Arduino board. This set will be powered by a 9 V battery as shown in Fig. 3.

![Fig. 3. Short-circuit current measurement set](image)

The operation of the current measurement device is based on the flow chart as shown in Fig. 4.

From the flow chart of the current measurement set, start when CT sends the output voltage, the Arduino Nano will process it into the current that occurs in the electrical wire at that time, then combine letters A, B or C with current values as configured, such as A20, B20 or C20, the NRF4L01 module sends that message through the 2.4 GHz frequency band.

Current measurement device will be created 3 sets to install at phase A, B and C, which set which phase is installed will be programmed to enter the text of that phase into the messages to be send out.

#### B. Build a main control box

Build a main control box installed at the bottom of the electricity pole to receive all 3-phases current values through the wireless module NRF24L01 in the 2.4 GHz frequency band, processed with the Arduino board. If any phase current value exceeds the specified value, program will send notify SMS to specified mobile phone numbers immediately. When the device receives the message ‘chk’, it will send all 3 phases current values to the specified mobile phone number as well. This set will be powered by a rechargeable battery. Because when a short-circuit occurs, it will cause the electric current at the location of this device to be set off as well, therefore a backup power source is needed to supply power to the device.

![Fig. 4. Flow chart shows the operation of the current measurement device](image)

![Fig. 5. Main control box](image)
The operation of the main control box is based on the flow chart as shown in Fig 6.

![Flow chart](image)

**Fig 6. Flow chart shows the operation of the main control box**

From the flow chart of the main control box set, start by receiving the current values from the current measuring device and extracting the first character to specify which phase it came from, then take the values stored in the variable of that phase, then compare the current values with the set values, if the values exceed the set values program will send the message “Fault !!!” and how much current at which phase to specified mobile phone immediately, if the current values does not exceed the set but the device receives the message “chk”, it will send all 3 phases current values to the specified mobile phone as well.

**C. Functional test**

Bring the current measuring device and main control box to install on the electricity pole at various points to test the measurement of current value, test the data transmission from current measuring device to the main control box, test communication via mobile phone network by SMS, and test sending SMS automatically when the current value exceeds the specified value.

**V. RESULT**

**A. Efficiency of the short-circuit current measuring device**

Tested by installing a current measuring device on the power transmission line, as in Fig 6. Which compares the current value obtained from the device with the current measuring instrument brand fluke model 336. Define test locations in 3 areas, Phetchaburi Provincial Electricity Authority 13.098211°N, 99.943979°E, clear weather, temperature 32°C, Phetchaburi sub station 13.089290°N, 99.942135°E, clear weather, temperature 32°C and Big C department store 13.079514°N, 99.949211°E, clear weather, temperature 34°C.

**Fig 7. Installing a short-circuit warning device**

**Fig 8. Current measurement with a set of devices compared to current measuring instrument on the power transmission line**

Comparative results of current measurement as in Table II.

**TABLE II. CURRENT MEASUREMENT RESULTS**

<table>
<thead>
<tr>
<th>Location</th>
<th>Current values from the test device</th>
<th>Current values from measuring instrument (Fluke 336)</th>
<th>%Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phetchaburi Provincial Electricity Authority</td>
<td>21</td>
<td>21.32</td>
<td>1.50</td>
</tr>
<tr>
<td>Phetchaburi sub station</td>
<td>159</td>
<td>158.53</td>
<td>0.29</td>
</tr>
<tr>
<td>Big C department store</td>
<td>19</td>
<td>18.65</td>
<td>1.88</td>
</tr>
</tbody>
</table>
From Table II, show that the current measurement device measure current values 21A, 159A and 19A respectively, compare with electrical measuring instruments that meet EN / IEC 1010-2-032 current measurement range 0-600A accuracy 2% ± 5 counts (10-100 Hz), 6% ± 5 counts (100 - 400 Hz) true RMS measure the current on the power transmission lines at all 3 locations 21.32A, 158.53A and 18.65A respectively. From this result can calculate the average error percentage is 1.22%

B. Wireless communication between current measurement devices with main control box

Tested by measuring the distance between current measurement devices and the main control box in which the current measurement devices are installed on power distribution line at head of the electricity pole and the main control box is installed at the middle of the same pole as shown in Fig. 9. The first point has a distance of 2 meters and then moves further down along the pole for 1 meter at a time. Check from the LED display screen whether data can be received or not, testing at Phetchaburi substation. Explained in Table III.

![Fig. 9. Measuring the distance between the current measurement and the main control box](image)

| Table III. | The result of testing the distance between the current measurement device with main control box |
|---|---|---|
| Distance (meters) | Can receive data | Cannot receive data |
| 2 | ✓ | |
| 3 | ✓ | |
| 4 | ✓ | |
| 5 | ✓ | |

The result from Table III shows that the maximum distance that the main control box will receive data from the current measurement devices installed on the power transmission lines is 4 meters. If installed at a greater distance will not be able to receive data.

C. Sending SMS via mobile phone to the device to request data

Tested by sending a short message ‘chk’ from 3 mobile phones 10 times per device to the telephone number of the device, a total of 30 times. Received a response message from the device complete all 30 times, equivalent to 100 percent.

<table>
<thead>
<tr>
<th>Table IV.</th>
<th>The result of testing sending short messages via mobile phone to the device to request data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile phone network</td>
<td>Number of SMS sent from mobile phones to Equipment set (times)</td>
</tr>
<tr>
<td>DTAC</td>
<td>10</td>
</tr>
<tr>
<td>TRUEMAIL H</td>
<td>10</td>
</tr>
<tr>
<td>AIS</td>
<td>10</td>
</tr>
<tr>
<td>TOTAL</td>
<td>30</td>
</tr>
</tbody>
</table>

D. Sending SMS when the current value is greater than the specified value automatically

Tested by installing the equipment set on power distribution line at the Phetchaburi Provincial Electricity Authority around 7:00 am, clear weather, set up the device to 5 A. At 08.31, the device sent a notification message that there was a 6 A current to the mobile phone.

![Fig. 10. Show received message](image)

E. Battery life in the equipment set

Alkaline batteries in the current measurement devices has a maximum lifespan up to 276 hours.

![Fig. 11. Show alkaline batteries in the current measurement device](image)

Sealed rechargeable battery type 12 V 7.5 AH in the main control box has a maximum lifespan up to 46 hours per 1 full charge.
VI. COST ECONOMIC ANALYSIS

Considering the investment in the set of built equipment, as in Fig. 13, the price is approximately 6,000 baht. When compared with the Fault indicator device, as in Fig. 14, which is currently in use, that will have a flashing warning lights when the short-circuit current occurs, the price is approximately 36,000 baht per 1 set. (1 set has 3 pieces)

Fig. 12. Show a Sealed rechargeable battery type 12 V 7.5 AH in the main control box

Fig. 13. Show short-circuit current detection and automatically notify to mobile phone set.

Fig. 14. Show Fault Indicator device that PEA currently uses

VII. SUMMARY AND DISCUSSION OF RESULTS

Short-circuit current detection and automatically notify to mobile phone system can measure current with the highest percentage error in the test at 1.22%. When the measured current value is greater than the set value, the system will send an SMS to the specified mobile phone numbers automatically, and can also send short messages of current value back when receiving a short message requesting. The current measurement devices and the main control box must be installed not more than 4 meters apart.
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Abstract—E-learning has offered numerous advantages such as flexibility, remote operability, cost effectiveness, simplicity, consistency and many more. The utilization of smart tools and technologies has provided easy and convenient education in an effective way without barrier of time and place. The purposes of this research were to 1) to synthesize a conceptual framework of collaborative and adaptive e-Learning for student with different multiple intelligences, 2) to develop the adaptive e-Learning, 3) to study the students' learning achievement after using multiple intelligence models and 4) to study the students satisfaction after using multiple intelligence models in innovation and information technology in education subject for student in school of teacher education, Phayao university.
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I. INTRODUCTION

In traditional face-to-face teaching, teachers determine the environment of all classes and learning methods. The current system of learning and teaching has evolved from the original, for example the e-learning system, distance learning, or etc. The condition of learning and teaching today provides learners with opportunities to learn by themselves, teachers are only a guide. Generally, each learner has different abilities or aptitudes. Therefore, if learners are not equally skilled in the class, the learning performance becomes unbalanced and some learners might fall behind.

Past research has offered various types of learning and teaching methods, such as learning and teaching by brainstorming [1]. Learning and teaching by brainstorming means that learners will participate in problem solving in the class. If learners brainstorm, the more opportunity to solve problems arises. The advantage of learning and teaching in this way helps groups of learners to solve problems faster than normal learning and teaching. The limitation of this method is that learners do not gain learning contents according to the individual's aptitude.

For the research learning and teaching is a project base learning method (Project Base Learning) which focuses on every learner. From this learning and teaching method, learners can learn from the project at their own speed. The project is divided into appropriate groups of learners and learning contents. But the limitation occurs when learners are given contents that do not match their capabilities.

Researches [2] also use problem base learning (Problem Base Learning). This learning and teaching method focuses on learners by defining problems and solving them. This learning and teaching method is suitable for learners who are experts in analysis. But the restriction remains the same that learners do not get the lesson according to the individuals aptitude. Research [3] focuses on learning and teaching by emphasizing on learning activities base on Multiple Intelligence. This research focused on learning activities. But again was limited as individuals aptitudes were not catered for. In addition, [4] proposed learning activities by using Multiple Intelligences in the environment of e-learning. But the research focused on only learning activities and failed to consider learners with problems during study.

In addition, a group of researchers have used this technology to develop games with multimedia in order to help learning and teaching. Research [5] are learning and teaching methods which use games to display learning material. This learning and teaching method is suitable for learners who enjoy playing games because when they play the game, they are learning at the same time. However, this application is suitable for only a small group of learners.

From the research mentioned above, learning and teaching by employing types of project base learning, problem base learning, activity base learning, game base learning and student center learning were found to be limited. In each method, learners are given learning contents that do not match individual aptitudes. Thus, this research presents the development e-Learning activities based on multiple intelligences for supporting critical thinking. Rule bases are rules which come from the data analysis of learners. Subjects of secondary 1 education in Demonstration school, Phayao university is used to conduct the research experiments.

This research consists of 4 parts; First section, introduction of previous work. Second section covers a presentation of the background for this research. Third section, describes the concept of framework. Lastly, the proposed design of the rule base for learner recommendation.
II. BACKGROUND AND PREVIOUS WORK

A. e-Learning

e-Learning is basically any educational related activities via internet, network or standalone computer or rather in today’s smart world; it is learning activity available on electronic medium at any place, any time for any person on any smart internet enabled device [6]. e-Learning is mostly associated with activities involving computers and interactive networks simultaneously. The computer does not need to be the central element of the activity or provide learning content. However, the computer and the network must hold a significant involvement in the learning activity. e-Learning comprises of several sub types such as web based, online and distance learning activities.

- Web-based learning is associated with learning materials delivered in a Web browser, including when the materials are packaged on CD-ROM or other media.
- Online learning is associated with content readily accessible on a computer. The content may be on the Web or the Internet, or simply installed on a CD-ROM or the computer hard disk.
- Distance learning involves interaction at a distance between instructor and learners, and enables timely instructor reaction to learners. Simply posting or broadcasting learning materials to learners is not distance learning. Instructors must be involved in receiving feedback from learners.

B. Multiple Intelligences

The multiple intelligences is identified nine distinct intelligences. According to this theory which emerged from cognitive research, multiple intelligences document the extent to which students possess different kinds of minds and therefore learn, remember, perform, and understand in different ways.

The Multiple Intelligences theory [7] is divided into 3 groups. 1) Analytic group, this group focuses on analysis and the thinking processes. The analytic group consists of 3 parts; Logical-mathematic intelligence, Musical intelligence, and Naturalist intelligence. 2) Introspective group, this group focuses on imagination and understanding. The introspective group consists of 3 parts; Intrapersonal intelligence, spatial intelligence, and Existential intelligence. 3) Interactive group, this group focuses on communication and interactive. The interactive group consists of 3 parts; Linguistic intelligence, Interpersonal intelligence, and Kinesthetic intelligence. Fig. 1 shows the model of multiple intelligences.

C. Multiple Intelligences-Based Activities in e-Learning

According to Gardner and Hatch [8], there are three key elements that determine a person’s intelligence:

1) The ability to create a service or product that will be valued in the person’s society of culture.
2) A skill set that allows the person to solve real world problems that they may encounter in life.

3) The ability to potentially create new solutions for problems or to utilize existing solutions. This typically involves the acquisition of new knowledge.

Multiple intelligences theory can be implemented in e-Learning based upon nine multiple intelligences. Each category and which multiple intelligences-based activities can be utilized during instructional design to create the best possible e-Learning experience for the learners as following:

1) Musical (or Rhythmic) Intelligence. This intelligence involves the capacity to think and learn in terms of music and rhythm, and to recognize and hear patterns. An activity that would appeal to this type of intelligence is a lesson that includes music or sound, such as a multimedia presentation. Try to use music that emphasizes the subject matter and creates a more immersive experience for the learner. People who demonstrate a high degree of musical intelligence may be ideally suited for musical professions, such as composing or playing an instrument.

2) Linguistic Intelligence. This intelligence is associated with expression through language. These people tend to be able to eloquently convey their thoughts and to understand the words of others. Writers and speakers typically display a high degree of this sort of intelligence. Any activities that include discussion, such as online forums or group-based scenarios, are ideal for individuals who lean more toward linguistic intelligence.

3) Mathematical (or Logical) Intelligence. This involves the ability to identify principles or structures within a system. This intelligence is often associated with the logic or the manipulation of numbers. Activities ideally suited for this intelligence may include diagrams, charts, or tables. Critical thinking scenarios are also useful with this group. Accountants and researchers often have a high level of mathematical intelligence.

4) Kinesthetic (or Bodily) Intelligence. Body Intelligence involves the use of a person’s entire body to figure out solutions or to create something. People who demon-
strate a high degree of kinesthetic intelligence may be ideally suited for performing arts professions, such as dancing, or careers that require an innate knowledge of one’s own body, such as a doctor or athlete. Activities that are best suited for this sort of intelligence include games that involve hand-eye-coordination or interactive scenarios that require physical involvement. The thing to keep in mind about this group is that they are best able to learn when muscular movement is involved. So, include activities that require movement and physical response.

5) **Spatial Intelligence.** This intelligence pertains to a keen sense of space and how one can navigate those spaces. Activities that involve flow charts and graphics are ideal for this intelligence group, as well as games or multimedia that is visually appealing. Architects, pilots, and sailors often have a high degree of spatial intelligence.

6) **Intrapersonal Intelligence.** This involves an in depth understanding of oneself, such as what you can accomplish and how you react to certain situations. As such, individuals with high intrapersonal intelligence often have a sense of what they should avoid and what they want to achieve in their lives. Professors and philosophers often possess high degrees of intrapersonal intelligence. Activities such as collaborative learning exercises (online forums) and chat programs enable intrapersonal intelligence learners to help others and to share experiences and ideas. This category responds well, first and foremost, to activities, which require introspection.

7) **Interpersonal Intelligence.** This is the capacity to understand and learn from others. People who demonstrate a high degree of intrapersonal intelligence may be ideally suited for service professions, such as teaching or politics. Those who identify more with this category of intelligence may benefit from group discussion activities and in depth questions that make them fully explore the topic. What’s important to remember about interpersonal intelligence is that these individuals are sensitive to others’ moods and feelings. They work well in-group settings and are often able to learn more effectively when collaborating.

8) **Naturalist Intelligence.** This intelligence involves the capacity to differentiate between living organisms and to view the connection between all natural things. People with a high degree of naturalist intelligence usually have a close bond with nature. Botany and biology are two career fields that closely identify with this sort of intelligence. Activities that involve classification or organization appeal to these individuals.

9) **Existential Intelligence.** This particular intelligence was added later by Gardner, and is not commonly associated with learning environments, as it is geared more toward spiritual and philosophical views. For example, someone who has a high degree of existentialist intelligence may have a tendency to pose questions about life’s purpose or death.

### III. The Proposed Methodology of Multiple Intelligences in e-Learning

This research proposes the development e-Learning activities based on multiple intelligences for supporting critical thinking. So, the research focuses on the principle of mathematical/logical intelligence part of multiple intelligences to design a rule base for the e-learning recommendation system. Critical thinking is the ability to think clearly and rationally, understanding the logical connection between ideas. This ability is the most important one of mathematical/logical intelligence of multiple intelligences that most student's intelligence should be developed. The design framework of e-Learning in the framework which is based on the multiple intelligences principle is shown in Fig. 2.

**A. Critical Thinking Module**

The critical thinking module is the module that keeps the learning styles of learners according to their aptitude of critical thinking in mathematical/logical intelligence.

**B. Recommendation Module**

The recommendation module is the module that introduces learners to the type of learning content learners should learn such as Interactive content, Introspective content, or Analytic content.

**C. LMS Module**

The Learning Management System (LMS) module is the module that acts as an intermediary between e-Learning systems and learners. As parts of the LMS module are connected to most of the other modules in order to use it in learning and teaching.

**D. Learning Content Module**

The Learning Content Module is the module that stores learning contents which comes from nine multiple intelligences and divided into 3 groups:

1) **Analytic content** used with learners who have analytical, logical and mathematical aptitude. The critical thinking analysis for supporting critical thinking from Critical Thinking Module is also included in these learning contents.

2) **Introspective content** used with learners who have the imaginative and artistic aptitude.

3) **Interactive content** used with learners who have the skills of interactive and communication aptitude to others.

### IV. Activities Design for Critical Thinking Analysis

The section focuses on development e-Learning activities in Critical Thinking Module. These activities base on mathematical/logical intelligence for supporting critical thinking intelligence for student learners. The development framework of e-Learning activities for supporting critical thinking skill is
The population of the research is 108 students in secondary 1 education level of The Demonstration School of Phayao University. The Technology (Design and Technology 1) subject is chosen with 4 chapters to develop e-Learning that is put critical thinking intelligence in its chapters. Four chapters in Technology (Design and Technology 1) subject as control variables are:

1) Technology system,
2) Mechanical, electricity and principle of electronics,
3) Engineering design process, and
4) Solutions for engineering design process.

The process of development activities consists of 4 steps as following.

1) First step is a survey of variables that affects the ability of critical thinking intelligence of mathematical/logical Intelligence for students. This process studies previous research to study variables that have an impact on the ability of critical thinking intelligence. Moreover, multiple intelligence experts are also interviewed in this step. The students with expected critical thinking intelligence by intelligence examinations is chosen for sample groups. The sample groups is consists of 4 groups with 20 students per each group.

2) The second step is to create the examination activities to classify data from sample groups. The examination activities is focused to considered 4 properties of critical thinking intelligence: 1) Systems analysis, 2) Argument analysis, 3) Creation, and 4) Evaluation. The e-Learning activity process for supporting critical thinking skill can be shown in Fig. 4. The questions of the examinations consist of two parts. One covering general information about the respondents (defined as a main variable) such as name, year, field, faculty, etc. The second part is the question to separate the ability of critical thinking intelligence of mathematical/logical intelligence (defined as a prediction variable).

3) The third step is examinations information from a sample of students to answer the examinations created from the last part. This paper uses the sample of 20 students per each group of 4 properties of critical thinking intelligence.

4) The fourth step analyzes the examinations information from the previous step by using Data Mining technique. This research uses five algorithms for analysis activities of critical thinking intelligence. All Algorithms are consists of:

- ID3 algorithm
- C4.5 algorithm
- NBTree algorithm
- Naive Bayes algorithm
- Bayes Net algorithm

Then, results from the 5 algorithms will be compared to find the most efficient referring to development the set of rules for supporting critical thinking intelligence. Fig. 5 shows the process of rule base design.

Fig. 6 presents the evaluation of creating a rule base to guide students by considering the percentage of precision from students ability. One can compare the evaluation of the rule base by using 5 methods:

1) ID3 algorithm
2) C4.5 algorithm
3) NBTree algorithm
4) Naive Bayes algorithm
5) Bayes Net algorithm.
Fig. 3: Development framework of e-Learning activities for supporting critical thinking skill

Fig. 4: e-Learning activity process for supporting critical thinking skill

Fig. 6 shows the accuracy comparison of the rule base. The result of each algorithm follows, ID3 algorithm equaled 78.62%, C4.5 algorithm equaled 83.43%, NBTree algorithm equaled 77.00%, Naive Bayes algorithm equaled 60.90%, and Bayes Net algorithm equaled 66.37%. The research focused on percentage of prediction for each algorithm. C4.5 algorithm was found to have the highest percentage of prediction. Percentage of prediction of C4.5 algorithm equaled 83.43%.
V. Conclusion

Multiple Intelligence theory is a classification and conceptualization of human intelligence. In order to make effective e-learning paradigm, MI theory offers a specific pluralistic conceptualization of intelligence. The paper has presented e-learning approach and various communication modes. The objective of this research was to development e-Learning activities based on multiple intelligences for supporting critical thinking. Design of the rule base consists of four parts. The first part was a survey of the variables. Second part was creation of the questionnaires. Third part was a survey using student sample groups. The fourth part was an analysis of data which came from the results of the survey. The process for selection of the rule base was undertaken by comparing 5 algorithms as follows 1) ID3 algorithm 2) C4.5 algorithm 3) NBTree algorithm 4) Naive Bayes algorithm 5) Bayes Net algorithm. The result of each algorithm is, ID3 algorithm are 78.62%, C4.5 algorithm equaled 83.43%, NBTree algorithm equaled 77.00%, Naive Bayes algorithm equaled 60.90%, Bayes Net algorithm equaled 66.37%. When considering percentage of prediction for each algorithm, C4.5 algorithm had the highest percentage of prediction. Percentage of prediction for the C4.5 algorithm equaled 83.43%.
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Abstract—This paper contributes the first evaluation of the quality of machine translation between Kachin and Rawang. We also developed a Kachin-Rawang parallel corpus (around 10K sentences) based on the Myanmar language of ASEAN MT corpus. The 10 folds cross-validation experiments were carried out using three different statistical machine translation approaches: phrase-based, hierarchical phrase-based, and the operation sequence model (OSM). The results show that all three statistical machine translation approaches give higher and comparable BLEU and RIBES scores for both Kachin to Rawang and Rawang to Kachin machine translations. OSM approach achieved the highest BLEU and RIBES scores among three approaches machine translation.

Index Terms—Statistical Machine Translation, Under-resourced languages, Dialects, Kachin, Rawang

I. INTRODUCTION

Our main motivation for this research is to investigate SMT performance for Kachin and Rawang language pair. The Kachin language is closely related to Rawang language and it is often considered as dialect of Kachin language. The state-of-the-art techniques of statistical machine translation (SMT) [1], [2] demonstrate good performance on translation of languages with relatively similar word orders [3]. To date, there have been some studies on the SMT of Myanmar language. Ye Kyaw Thu et al. (2016) [4] presented the first large-scale study of the translation of the Myanmar language. A total of 40 language pairs were used in the study that included languages both similar and fundamentally different from Myanmar language. The results show that the hierarchical phrase-based SMT (HPBSMT) [5] approach gave the highest translation quality in terms of both the BLEU [6] and RIBES scores [7]. Win Pa Pa et al (2016) [8] presented the first comparative study of five major machine translation approaches applied to low-resource languages. PBSMT, HPBSMT, tree-to-string (T2S), string-to-tree (S2T) and OSM translation methods to the translation of limited quantities of travel domain data between English and Thai, Laos, Myanmar in both directions. The experimental results indicate that in terms of adequacy (as measured by BLEU score), the PBSMT approach produced the highest quality translations. Here, the annotated tree is used only for English language for S2T and T2S experiments. This is because there is no publicly available tree parser for Lao, Myanmar and Thai languages. According to our knowledge, there is no publicly available tree parser for both Dawei and Myanmar languages and thus we cannot apply S2T and T2S approaches for Myanmar-Dawei language pair. From their RIBES scores, we noticed that OSM approach achieved best machine translation performance for Myanmar to English translation. Moreover, we learned that OSM approach gave highest translation performance translation between Khmer (the official language of Cambodia) and twenty other languages, in both directions [9].

Relating to Myanmar language dialects, Thazin Myint Oo et al. (2018) [25] contributed the first PBSMT, HPBSMT and OSM machine translation evaluations between Myanmar and Rakhine. The experiment was used the 18K Myanmar-Rakhine parallel corpus that constructed to analyze the behavior of a dialectal Myanmar-Rakhine machine translation. The results showed that higher BLEU (57.88 for Myanmar-Rakhine and 60.86 for Rakhine-Myanmar) and RIBES (0.9085 for Myanmar-Rakhine and 0.9239 for Rakhine-Myanmar) scores can be achieved for Rakhine-Myanmar language pair even with the limited data. Based on the experimental results of previous works, in this paper, the machine translation experiments between Myanmar and Dawei were carried out using PBSMT, HPBSMT and OSM.
II. RELATED WORK
Karima Meftouh et al. built PADIC (Parallel Arabic Dialect Corpus) corpus from scratch, then conducted experiments on cross dialect Arabic machine translation [10]. PADIC is composed of dialects from both the Maghreb and the Middle-East. Some interesting results were achieved even with the limited corpora of 6,400 parallel sentences. Using SMT for dialectal varieties usually suffers from data sparsity, but combining word-level and character-level models can yield good results even with small training data by exploiting the relative proximity between the two varieties [11]. Friedrich Neubarth et al. described a specific problem and its solution, arising with the translation between standard Austrian German and Viennese dialect. They used hybrid approach of rule-based preprocessing and PBSMT for getting better performance. Pierre-Edouard Honnet et al. proposed solutions for the machine translation of a family of dialects, Swiss German, for which parallel corpora are scarce [12]. They presented three strategies for normalizing Swiss German input in order to address the regional and spelling diversity. The results show that character-based neural MT was the most promising one for text normalization and that in combination with PBSMT achieved 36% BLEU score.

III. KACHIN STATE AND KACHIN PEOPLE
The Kachin State is situated in north Myanmar and is the place where the most of jinghpaw peoples live in. It lies between north latitude 23°27’ and 28°25’ longitude 96°0’ and 98°44’. The area of Kachin State is 89,041km² (34,379 sq mi). The capital of Kachin State is Myitkyina and Bhamo is the second largest historic city of jinghpaw peoples. About 2 millions of jinghpaw peoples live in Myanmar. In jinghpaw, there are two group called Bhamo jinghpaw and Myitkyina jinghpaw. The following pictures show the two groups of jinghpaw. Jinghpaw peoples live in Shan State. Jinghpaw comprises six tribes or subdivisions: Lisu, Lashi, Rawang, Zaiwa, Lhao Vo. All have their own language and literature. As they all comes from Jinghpaw, they can also speak or use the Jinghpaw language. Firstly, the Jinghpaw literature want to explain. Jinghpaw alphabet is based on Lathin script. The Jinghpaw literature was strated using in the era of “King Min Done Min” (1853-1878). But the literature that Kachin peoples are using now was written on May 5, 1895 by Dr. Ola Hanson, in the era of “King Thi Paul” (1878-1885).

IV. KACHIN LANGUAGE
Jingpho (Jinghpaw, Chingp’o) or Kachin (Burmese: ကချင်ဘာသာ [kət̀ bālɔ]) is a Tibeto-Burman language of the Sal branch mainly spoken in Kachin State, Burma and Yunnan, China. There are a lot of meanings for Jingpho. In the Jingphaw language, Jingpho means people. The term “Kachin language” can refer either to the Jinghpaw language or to a group of languages spoken by various ethnic groups in the same region as Jingpo: Lisu, Lashi, Rawang, Zaiwa, Lhao Vo, Achang and Jingpho. These languages are from distinct branches of the highest level of the Tibeto-Burman family. The Jingpho alphabet is based on the Latin script. The ethnic Jingpho (or Kachin) are the primary speakers of Jingpho language, numbering approximately 900,000 speakers. The Turung of Assam in India speak a Jingpho dialect with many Assamese loanwords, called Singpho.

V. RAWANG LANGUAGE
Rawang peoples is the sub-group of Kachin(Jinghpaw) in Myanmar. Rawang peoples live in northern Kachin state: Puato, Machanbaw, Naungnaw, Kawlangphu, and Pannaund township. 70,000 of Rawang people live in Myanmar. There are four ethnic roup in Rawang. They are Lungmi, Matwang, Daru and Tangsar. The Normal (-), High (’), and Low (‘) symbols:

Example

VI. GRAMMAR FOR MYANMAR, KACHIN AND RAWANG
Kachin and Rawang sentences use : . / , / ? / “ ” / ’ / ! / : / ; / -
Myanmar(my), Kachin(kc) and Rawang(rw) are in the same word order. Example of parallel sentences in Myanmar(my), Kachin(kc) and Rawang(rw) are given as follow:

Example

VII. METHODOLOGY
In this section, we describe the methodology used in the machine translation experiments for this paper.

A. Phrase-Based Statistical Machine Translation
A PBSMT translation model is based on phrasal units [1]. Here, a phrase is simply a contiguous sequence of words and generally, not a linguistically motivated phrase. A phrase-based translation model typically gives better translation performance than word-based models. We can describe a simple phrase-based translation model consisting of phrase-pair probabilities extracted from corpus and a basic reordering model, and an algorithm to extract the...
phrases to build a phrase-table [14]. The phrase translation model is based on noisy channel model. To find best translation $\hat{e}$ that maximizes the translation probability $P(f)$ given the source sentences; mathematically. Here, the source language is French and the target language is an English. The translation of a French sentence into an English sentence is modeled as equation 1.

$$\hat{e} = \arg\max_e P(e|f)$$

(1)

Applying the Bayes’ rule, we can factorized into three parts.

$$P(e|f) = \frac{P(e)}{P(f)} P(f|e)$$

(2)

The final mathematical formulation of phrase-based model is as follows:

$$\arg\max_e P(e|f) = \arg\max_e P(f|e)P(e)$$

(3)

We note that denominator $P(f)$ can be dropped because for all translations the probability of the source sentence remains the same. The $P(e|f)$ variable can be viewed as the bilingual dictionary with probabilities attached to each entry to the dictionary (phrase table). The $P(e)$ variable governs the grammaticality of the translation and we model it using n-gram language model under the PBMT paradigm.

B. Hierarchical Phrase-Based Statistical Machine Translation

The hierarchical phrase-based SMT approach is a model based on synchronous context-free grammar [14]. The model is able to be learned from a corpus of unannotated parallel text. The advantage this technique offers over the phrase-based approach is that the hierarchical structure is able to represent the word re-ordering process. The re-ordering is represented explicitly rather than encoded into a lexicalized re-ordering model (commonly used in purely phrase-based approaches). This makes the approach particularly applicable to language pairs that require long-distance re-ordering during the translation process [15]. Some examples of hierarchical phrase based grammar between Dawei and Myanmar phrases are shown in Figure 1.

C. Operation Sequence Model

The operation sequence model which combines the benefits of two state-of-the-art SMT frameworks named n-gram-based SMT and phrase-based SMT. This model simultaneously generate source and target units and does not have spurious ambiguity that is based on minimal translation units [16] [17]. It is a bilingual language model that also integrates reordering information. OSM motivates better reordering mechanism that uniformly handles local and non-local reordering and strong coupling of lexical generation and reordering. It means that OSM can handle both short and long distance reordering. The operation types are such as generate, insert gap, jump back and jump forward which perform the actual reordering. The following shows an example translation process of English sentence Please sit here into Myanmar language with the OSM.

Source: Please sit here

Target: ေကျးဇူးြုပြပီး ဒီမှာထိုင်

Operation 1: Generate (Please, ေကျးဇူးြုပြပီး)
Operation 2: Insert Gap
Operation 3: Generate (here, ေကျးဇူးြုပြပီး ဒီမှာ)
Operation 4: Jump Back (1)
Operation 5: Generate (sit, ေကျးဇူးြုပြပီး ဒီမှာ ထိုင်)

VIII. Experiment

A. Corpus Statistics

We used 10K Myanmar sentences (without name entity tags) of the ASEAN-MT Parallel Corpus [18], which is a parallel corpus in the travel domain. It contains six main categories and they are people (greeting, introduction and communication), survival (transportation, accommodation and finance), food (food, beverage and restaurant), fun (recreation, traveling, shopping and nightlife), resource (number, time and accuracy), special needs (emergency and health). Word segmentation for Rawang was done manually. We held 10-fold cross-validation experiments and used 8,468 to 8,519 sentences for training.
500 sentences for development and 985 to 1,026 sentences for evaluation respectively.

B. Moses SMT System

We used the PBSMT, HPBSMT and OSM system provided by the Moses toolkit [19] for training the PBSMT, HPBSMT and OSM statistical machine translation systems. The word segmented source language was aligned with the word segmented target language using GIZA++ [20]. The alignment was symmetrized by grow-diag-final and heuristic [1]. The lexicalized reordering model was trained with the msd-bidirectional-fe option [21]. We use KenLM [22] for training the 5-gram language model with modified Kneser-Ney discounting [23]. Minimum error rate training (MERT) [24] was used to tune the decoder parameters and the decoding was done using the Moses decoder (version 2.1.1). We used default settings of Moses for all experiments.

IX. Evaluation

We used two automatic criteria for the evaluation of the machine translation output. One was the de facto standard automatic metric Bilingual Evaluation Understudy (BLEU) [6] and the other was the Rank-based Intuitive Bilingual Evaluation Measure (RIBES) [7]. The BLEU score measures the precision of n-gram (over all n 4 in our case) with respect to a reference translation with a penalty for short translations [6]. Intuitively, the BLEU score measures the adequacy of the translation and large BLEU scores are better. RIBES is an automatic evaluation metric based on rank correlation coefficients modified with precision and special care is paid to word order of the translation results. The RIBES score is suitable for distance language pairs such as Myanmar and English. Large RIBES scores are better.

X. Results and Discussion

The BLEU and RIBES score results for machine translation experiments with PBSMT, HPBSMT and OSM are shown in Table 1. Bold numbers indicate the highest scores among three SMT approaches. The RIBES scores are inside the round brackets. Here, “kc” stands for Kachin, “rw” stands for Rawang, “src” stands for source language and “tgt” stands for target language respectively.

The BLEU and RIBES score results for machine translation experiments with PBSMT, HPBSMT and OSM between Kachin and Rawang languages are shown in Table 1. From the results, OSM method achieved the highest BLEU and RIBES score for both Kachin to Rawang and Rawang to Kachin bi-directional machine translations. Interestingly, the BLEU and RIBES score of all three methods are comparable performance. Our results with current parallel corpus indicate that Rawang to Kachin machine translation is better performance (around 3 BLEU and 0.02 RIBES scores higher) than Kachin to Rawang machine translation direction.

As we expected, generally, machine translation performance of all three SMT approaches between Kachin and Rawang languages achieved good scores for both BLEU and RIBES. The reason is that as we mentioned in Section 3, the two languages, Kachin and Rawang are close languages. We assume that long distance reordering is relatively rare and only local reordering is enough for the Kachin-Rawang language pair.

XI. Conclusion

This paper contributes the first PBSMT, HPBSMT and OSM machine translation evaluations from Kachin to Rawen and Rawen to Kachin. We used the 10,000 Kachin-Rawang parallel corpus that we constructed to analyze the behavior of a dialectal Kachin-Rawang machine translation. We showed that higher BLEU and RIBES scores can be achieved for Kachin-Rawen language pair even with the limited data. In future work, we would like to improve SMT approach for Jinghpaw dialect language. Such as Jinghpaw, Lisu, Lashi, Rawang, Zaiwa, Lhao Vo.
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TABLE I: Average BLEU and RIBES scores for PBSMT, HPBSMT and OSM

<table>
<thead>
<tr>
<th>src-tgt</th>
<th>PBSMT</th>
<th>HPBSMT</th>
<th>OSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>kc-rw</td>
<td>43.071 (0.79964)</td>
<td>43.197 (0.80064)</td>
<td>43.973 (0.80079)</td>
</tr>
<tr>
<td>rw-kc</td>
<td>46.281 (0.81064)</td>
<td>46.129 (0.81224)</td>
<td>46.597 (0.81180)</td>
</tr>
</tbody>
</table>


Predicting learning organization factors that affect performance by data mining techniques.

Abstract—This research proposed factors and model affecting performance in learning organization prediction by using the classification techniques. Results show learning organization factors affecting performance composed of 8 factors including personality factors focusing on excellence, learning dynamics, common vision factors, team learning factors, workload factor, and performance factor. Comparison of classification models showed that SVM technique was the most suitable technique in prediction of learning organization affecting employees performance in the Bank for agriculture and Agricultural Cooperatives in the western region with 98.33% of accuracy, 0.025 of precision, and 0.984 of recall values.

Keywords—learning organization, Data Classification, Decision tree, Naïve Bayes, support Vector Machine

I. INTRODUCTION

Bank for Agriculture and Agricultural Cooperatives Financial institutions for rural development by providing financial assistance and supporting development to rural target groups. The Bank has a strong need for successful corporate development. The focus is on human resources development. It is hoped that the organization will develop. Being a learning organization to develop people and organizations, it is also to maintain personnel to stay with the organization and dedicated to work. This is an important factor that affects the effectiveness of employees.

This research uses organizational learning factors that influence the effectiveness of employees in the Bank for Agriculture and Agricultural Cooperatives in the western region. In the data analysis. Create modeling the effectiveness of bank farm workers using data mining techniques, including data classification. The use of data mining techniques to predict the effectiveness of the work done by the learning organization. The results will lead to the development of learning organizations that affect the effectiveness of the work of personnel in the organization. Make better.

II. PRELIMINARY

A. Learning Organization

Organization of learning It is an organization where executives and members of the organization are continually applying their knowledge to develop themselves. Can exchange each other's learning methods. By the features of the learning organization. Of the Bank for Agriculture and Agricultural Cooperatives Individuals who focus on excellence. The dynamics of learning. The vision is shared. Teamwork Learning and technology.

1. Being a person who focuses on excellence being enthusiastic. Always try and learn new things by believing that the potential, knowledge, and ability are all things that people seek and gain. They can learn and increase their potential to achieve their goals and achieve their goals. The promotion of the agency to learn new things. And self development and like to spend time in creating new things. To develop the work done. In the present

2. Learning dynamics refers to a person's ability to improve. Develop ways to work in the face of the situation. By solving problems in a systematic and systematic way, rather than solving problems, one can see the relationships of elements in the work that affect each other in a chain. Organize the database in order to make decisions.because in developing the learning organization, it is necessary to apply the system in every step.

3. The shared vision means the organization is open minded. Be willing to listen to the opinions or feelings of employees. And in the same direction throughout the organization. The vision of the organization can be applied in real work. Can bring the vision of the organization to apply in the actual work, accept and be ready to comply with the agency agreement. It recognizes that the future and success of the agency. It is a shared responsibility of all personnel.

4. Learning together as a team means acquiring new knowledge. To learn new knowledge to exchange knowledge as a new knowledge. And systematically store knowledge. To apply knowledge to work. And can bring knowledge to exchange each other.

5. Technology refers to the use of learning tools in the organization. And to share knowledge with each other. The organization should train computer personnel to use it effectively. It also provides knowledge about technology in operation and can bring modern technology to use in the operation.

B. Work efficiency

Work efficiency The ability of employees to bring existing knowledge into the work to achieve the goal. Based on individual production. The quality of work, workload, achievement in work.

1. Quality of work Job satisfaction assigned by the supervisor. By understanding the content of your assigned work, the assigned task is accomplished. The quality of work is determined by the supervisor.

2. Workload Ability to complete tasks assigned. Complies with standards. Able to work under pressure and suitability of staff.

3. Achievement in work Will willingness to perform work assigned by the rules and regulations to achieve the achievement of the task. By colleagues and supervisors to assist you. When problems are encountered. Can manage time in operation.

C. Data mining

Data mining is the process of finding information or knowledge in a large, complex database and bring knowledge to use in decision making. Information that can be generated can be predicted. For classifying or expressing relationships between properties. Or provide a summary of the essence of the information. It consists of statistical process and computer-based learning. To create models, rules, models, forecasts. And information from large databases and to be able to extract knowledge from a large database.
D. Data Classification

Data classification techniques are techniques for searching knowledge on large databases. It is a technique of data modeling to manage the data in a given group from the data set called data system. The data consists of many attributes. The attribute may be a continuation or a group, with a break attribute. This is the data class identifier. The purpose of data classification is to model the separation of one attribute based on the other attributes. Models derived from classifying data will make it possible to classify data into unpartitioned data in the future.

E. Decision tree

Decision tree [1] is a data model for predictive modeling. And supervised learning is the learning of a teacher model. Modeling can be made from predefined data samples. And the group of items that have not been categorized by the tree.

F. Naïve Bayes

Naïve Bayes [2] is a clustering model based on probability based on Bayes'Theorem And assumptions that determine the occurrence of events. The grouping is independent of each other. This learning by Naïve Bayes process has been widely used in machine learning. Naïve Bayes has gained popularity due to its uncomplicated work. It works effectively, such as the research on document classification, etc.

G. Support Vector Machine

Support vector machine [3] it's a matter of putting the value of the data into the Feature Space and then finding the lines that divide the two data together by creating a straight line hyper plane. And to know which straight line divide two groups together, which one is the best line. The original support vector machine was used for linear data. In fact, the information that is used in the teaching system, most of the information is usually nonlinear. This can be solved by introducing a Kernel Function to the multidimensional data classification. Use the most appropriate selection. The feature selection is based on the information that is taught.

H. Review literature and related research

Sakkarin phupanna, paweeana wanchai,wararat songpan and nunnapus benjamas [4] predictive analytic for student dropout in high vocational certificate using data mining technique. The aim of paper is to compare the performance of different classification techniques included c4.5, naïve Bayesian learning and multilayer perception algorithms. To predict and analyze factors influencing student’s decision to drop out. The results show that the performance of multilayer perception is 94.45% which higher than the c4.5 and Naïve Bayesian learning, with 93.74% and 83.74% accordingly. The findings also indicate that student’s decision to drop out significantly influenced by type of school, type of course, first grade, student loan and major.

Narroup ramong, Narondech Keeratipranon [5] The suspicious Transactions forecasting using Neural Network. This study was presented the model for identify the transaction that could related to money laundering in this paper present the process to forecast the suspicious transactions by considering the transactions with other components such as behavioral characteristics and personal information. We use the artificial neural network system to identify the suspicious transactions. And found that the system could identify the suspicious transactions is highly effective at a good level.

Konstantinos Pliakos, Celine Vens [6] Mining features for biomedical data using clustering tree ensembles. The volume of biomedical data available to the machine learning community grows very rapidly. In this article, we emphasize on the aforementioned problem and propose a target-informed feature induction method based on tree ensemble learning. The contribution of this article is twofold. Firstly, a problem affecting the quality of biomedical data is highlighted, and secondly, a method to handle that problem is proposed. The efficiency of the presented approach is validated on multi-target prediction tasks. The obtained results indicate that the proposed approach is able to boost the discrimination between the data instances and increase the predictive performance.

III. PROPOSED METHOD

In this research. Data mining was done using the Weka 3.82 program, with the decision tree C4.5 naïve Bayes algorithm and the support vector machine to find the appropriate model for determining the learning organization factors that affect the effectiveness of the work.

A. Data Preprocessing

It prepares data before producing data mining. This step includes, Data selection, Data Cleaning, Data Transformation and Data Reduction to have accurate and appropriate data for clustering and classification.

B. Feature Selection

It selects data influencing learning organization factors that affect performance using personality factors that focus on excellence, The dynamics of learning, common vision factors, team learning factors, technology factor, quality factor, workload factor, performance factor to seek factor relationships in different dimensions. Data is clustered by DBScan Algorithm to find factor relationship learning organization factors that affect performance.
Table 1 Learning organization factors that affect performance attributes

<table>
<thead>
<tr>
<th>variable</th>
<th>Description</th>
<th>Variable type</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_focus_excellence</td>
<td>personality factors that focus on excellence</td>
<td>Number</td>
</tr>
<tr>
<td>LD_learning</td>
<td>The dynamics of learning</td>
<td>Number</td>
</tr>
<tr>
<td>LC_vision</td>
<td>common vision factors</td>
<td>Number</td>
</tr>
<tr>
<td>LT_learning</td>
<td>team learning factors</td>
<td>Number</td>
</tr>
<tr>
<td>L_technology</td>
<td>technology factor</td>
<td>Number</td>
</tr>
<tr>
<td>L_quality</td>
<td>quality factor</td>
<td>Number</td>
</tr>
<tr>
<td>L_workload</td>
<td>workload factor</td>
<td>Number</td>
</tr>
<tr>
<td>L_performance</td>
<td>performance factor</td>
<td>Number</td>
</tr>
</tbody>
</table>

C. Comparison Classification Model

The researcher designed an experiment to test efficiency by considering Accuracy, Precision and Recall as illustrated in Equation (1) (2) and (3) as follows;

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{3}
\]

When TP = True Positive, FP = False Positive, TN = True Negative and FN = False Negative

IV. EXPERIMENTAL RESULTS

To study the efficiency of this model, we used WEKA version 3.82 as a tool to model the C4.5, Naïve Bayes and support vector machine using the default parameters of the WEKA program. In this research, 10 fold Cross-validation The results are shown in Figure 2, Figure 3 and Figure 4.

A. The Results of General Model Efficiency of General Model

The results of creating a model to classify academic achievement through the 3 models give the efficiency value consisting of accuracy, precision and recall as illustrated in Table 1.

TABLE I. A COMPARISON OF GENERAL MODEL EFFICIENCY

<table>
<thead>
<tr>
<th>Model</th>
<th>10-fold cross validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>C4.5</td>
<td>98.33</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>78.66</td>
</tr>
<tr>
<td>SVM</td>
<td>98.33</td>
</tr>
</tbody>
</table>

Figure 2 The Accuracy of the model was C4.5 and SVM with the highest Accuracy of 98.33% and the Bayesian Naïve technique was 78.66% Accuracy.

Figure 3 Model Performance Measurement by Precision

Figure 3 The precision values of the model were naïve Bayes technique 0.104 precision, SVM precision 0.025 and C4.5 precision 0.009.

Figure 4 Model performance measurement by Recall

Figure 4 The Recall values of the model were C4.5, Recall 0.984, SVM 0.984 and Naïve Bayes for Recall 0.836 respectively.

V. CONCLUSION

This study aimed to study and compare the appropriate models. The predictions of organizational factors affecting the working ability of employees of the Bank for Agriculture and Agricultural Cooperatives in the western region. The model was used to compare 3 techniques: C4.5, Naïve Bayes and SVM. The results showed that SVM technique was the most suitable for predicting organizational learning factors affecting the performance of employees of the Bank for Agriculture and Agricultural Cooperatives in the western region. By measuring the performance of the model with Accuracy 98.33% Precision 0.025 and Recall 0.984.
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Abstract—It is indisputable that the process of knowledge construction and knowledge management require a lot of collaborations from many stakeholders such as domain experts and knowledge engineers. To effectively model the knowledge in ontology representation, which can serve business applications and organization’s goals, we need tools to support and to facilitate the collaborative works and activities among many stakeholders. In this paper, we propose a CD-OAM framework that provides a supportive environment based on the collaborative development (COD) approach. In this framework, stakeholders can communicate and share their understandings and comments during the process of ontology design in order to improve the quality of the knowledge model. To demonstrate how our approach and framework can support the collaborations and knowledge integrations among multiple domain experts and knowledge engineers, we selected a case study in cultural domain because the cultural knowledge is complex and requires various experts to design the ontology. The key contributions of our framework are: (1) presenting an improvement of collaborative activities through a supportive environment based on the COD approach, and (2) demonstrating a collaborative situation to overcome limitations of a communication between domain exports and knowledge engineers.

Keywords—Knowledge Construction, Collaboration, Ontology Engineering, Semantic Web Technology

I. INTRODUCTION

Semantic Web technology [1] has a crucial role in sharing knowledge within the ontological engineering and a specific-domain community. Towards knowledge construction in particular knowledge has motivated many research works and modeling efforts of stakeholders such as domain experts. Ontology-based applications have been developed to support analysis and insights at a particular goal and the core resource is ontologies which require knowledge engineering and management.

Whereas, only a person cannot develop an effective ontology. Then, an approach of collaborative ontology development (COD) [2] was applied in most of the supporting tools that support various requirements, such as discussions, a process of improving ontology.

Building a consensus in ontology designing is one of the challenge tasks that require many collaborative activities from various stakeholders through the COD cycle.

In this paper, we provide a supportive environment based on the COD approach to encourage participants to communicate and share their understanding for improving domain ontology. A case study demonstrates how the framework can employ Semantic Web technology to construct ontology in a cultural domain. Supportive features allow stakeholder linking up communication and integrate knowledge for improving Buddha Image ontology.

The key contributions of our working approach are: (1) presenting an improvement of collaborative activities through a supportive environment based on the COD approach, and (2) demonstrating a collaborative situation to overcome limitations of a communication between domain exports and knowledge engineers.

The remainder of the paper is organized as follows: Section II explains a collaborative framework. In Section III, a case study demonstrates how the framework can support collaboration of stakeholders in ontology construction. Section IV distinguish our approach with related work and discuss the contribution and important issues of this paper. Finally, Section V concludes the main findings of the paper and gives an outlook on further work.

II. FRAMEWORK

A. Simplifying Ontology-based Application Development

To encourage stakeholders in various knowledge fields to develop an ontology, ontology-based applications have been developed to represent benefits of their knowledge. However, a high learning curve and efforts demanded are obstacles in building Semantic Web ontology and the ontology-based applications. A supportive framework, called an ontology application management (OAM) [3], purposed simplifying application development based on ontology. The framework provides a graphical ontology editor, Hozo [4] that allows stakeholders to design and visualize knowledge in forms of domain concepts and concept properties.

In this paper, the OAM framework was the first supportive environment to work with stakeholder to understand their requirements in part of ontology development. Therefore, their usage experiences and feedbacks are analyzed for improving our COD approach.

B. Collaborative Activities for Ontology Development

One necessary service of the COD approach is to provide a communication service that allows stakeholders to discuss and share knowledge and their understanding with others. Community-driven ontology-based application management (CD-OAM) [5], is a supportive environment enhancing a capability of collaboration for the OAM framework. The framework aimed to support stakeholders in knowledge sharing collaboration, especially knowledge co-creation of multidisciplinary knowledge. As illustrated in Fig. 1, a
multitier architecture of the framework is elucidated its details as follows:

1) **User tier** is the first access web application for stakeholders who want to work with ontology construction.

2) **Application tier** composes of three key management services: community, knowledgebase, and database. A structure of domain knowledge can represent through ontology editor and visualization in this tier.

3) **Service tier** provides supportive services following the COD approach: community consensus, community forum, post generator misunderstanding diagnosis, and instantiation.

4) **Knowledge tier** stores resources of knowledge that are created and uploaded by system users.

5) **Data tier** is handled data by the application tier requests.

**Fig. 1.** Multitier architecture of a community-driven ontology-based application management (CD-OAM) framework [5].

### III. CASE STUDY ON A COLLABORATIVE WORKSHOP

A collaborative workshop firstly explains how we can work with stakeholder in a cultural domain to develop ontologies. Then we present our working stages following the COD approach for ontology construction, and a case study of constructing Buddha Image’s ontology was selected to collect usage experience and feedback from stakeholders. Lastly, we demonstrate how features of the framework can support their collaborative activities.

#### A. Development of Cultural Domain Ontology

We organized a collaborative workshop for ontology construction at Chiang Mai International Convention and Exhibition Center on February 2nd, 2019. The workshop intended to encourage domain experts in a cultural domain to understand and to work with the ontology-based Semantic Web technology. As shown in the left of Fig.2, we let stakeholder to select and to explain their domain knowledge through a paper-based design and we represented their domain knowledge in ‘Hozo’, a visualization of the ontology editor. Then, in the right of Fig.2, the participants presented their expertise ontological-design, mostly in a cultural domain. Consequently, the knowledge engineers analyzed and revised ontological design corresponding the designing theory.

**Fig. 2.** A collaborative workshop for encouraging domain experts in a cultural domain to develop ontology at Chiang Mai international convention and exhibition center on February 2, 2019.

Different ontologies in the workshop underlying a cultural domain have been developed as follows: Thai tribe ontology, Thai traditional vehicle ontology, worship ontology and buddha image ontology.

For a case study in this paper, we selected “Buddha Image” which is a sacred statue representing the Lord Buddha. The Indian Buddha images had been found in Thailand since the 3rd - 4th century, then they have been created unique styles from the 7th century until now. Each style of statues reflects craftsman uniqueness, artistic development, prosperity, and decline. To indicate the style of unknown Buddha statues could be the key to open the mysterious or unrecorded history.

**B. Development of Domain Ontology**

In this workshop, an instruction of ontology development follows Noy and McGuinness methodology [6], and consider a theory of role modeling [7]. To facilitate the workshop’s participants, we adjusted some part of the working stages into seven working stages, and we explain with the case study in each stage as follows.

First, the stakeholder determines the domain and scope the ontology (Stage 1). In this workshop, the domain experts define a scope that they need to define the Buddhist era or time of the creation by considering typically components of Buddha image. Then, we looked for the **reusing existing ontologies (Stage 2)**, but it difficult to reuse in this purpose.

After that, we defined the components of Buddha image to **enumerate important terms (Stage 3)**. As shown in Fig.3, we selected the bronze Buddha statue in Sukhothai style, invented in 21st century as a sample. The statue composes of posture, head, body, robes, hand-gestures, feet and legs, and time of creation.

**Fig. 3.** A sample of the bronze Buddha statue in Sukhothai style, invented in 21st century. Yellow rectangles identify components of the statue composing of posture, head, body, robes, hand-gestures, feet and legs, and time of creation.
The terms of Buddha Image’s component were defined as concept and concept’s hierarchy (Stage 4). As shown in Fig.4 each concept is defined its properties and role (Stage 5) by using Hozo [4]: the first green rectangle represents concepts of Buddha posture, the second yellow rectangle represents main concepts of Buddha image, and the third blue rectangle represents concepts of Buddhist era. Each concept is defined slot, for example, Buddha has two hands and we defined slots (Stage 6) for Part-Of properties “Hand” in “Buddha Image” concept as 2. Lastly, we let them gave examples of Thai Buddhist art’s periods, such as Lanna, and Sukhothai (Stage 7).

C. Supportive Features based on the COD approach

In this workshop, we had opportunities to understand the domain knowledge of Buddha Image. However, we found that some part of the ontology in Fig.4 was not defined following the role-concept modeling, such as multiple roles. With limitations of time and budget, we selected an online supportive environment to communicate with the domain experts. Thus, the CD-OAM framework was used for achieving these collaborative activities. Details of supportive features based on the COD approach are explained as follows.

We first invited all participants to register their account into the CD-OAM framework. As mentioned in Fig.1, the framework provides a communication space in an application of communities’ management. As illustrated in the Fig5., a “misunderstanding diagnosis” question was automatically available a member in a cultural domain of a discussion forum. The knowledge-based management module notified relevant stakeholder. Then, they were allowed to give comments or suggestion to members of the cultural community. The participant from culture posted the question about designing of the Buddha Image’s ontology. The question inquired what kind of concepts to define Buddha posture. Finally, in part of supportive features, the system is automatically tagging the concept “Buddha Image” that related to the terminologies of the cultural domain. The framework also provided supportive functions: replying this post for giving suggestion or comments, voting an understanding about ontology, and (3) checking a statistical of domain terminologies within this post.

As a result of communication and collaborative activities, Fig.6 represents the revision of Buddha Image’s ontology. The yellow circles represent the main concepts and details of each concept is as follows.

- “Buddha Image” concept has six important properties with roles including “Name”, “Era”, “Head”, “Hand”, “Foot”, “Posture”
- “Era” concept has three important properties with roles including “Name”, “Country”, “Duration”. This concepts also represented instances of Thai Buddhist art’s periods including “Khmer Art found in Thailand”, “Lopburi”, “Ayutthaya”, “Lanna”, “Sukhothai”, “U-Thong”, “Rattanakosin” “Srivijaya”, “Dvaravati”

Fig. 4. Excerpt of “Buddha Image” ontology created by a domain expert using Hozo [4], the ontology editor in by an ontology application management (OAM) [3] framework. Note that, the first green rectangle represents concepts of Buddha posture, the second yellow rectangle represents main concepts of Buddha image, and the third blue rectangle represents concepts of Buddhist era.

Fig. 5. Excerpt of a question of “misunderstanding diagnosis” that is automatically available a member in culture domain of a discussion forum in the CD-OAM Framework [5].
Therefore, exploitation of the framework can support the domain expert in designing of Buddha Image’s ontology, and also support knowledge engineer to communicate with the domain expert for revising the ontology.

IV. RELATED WORK AND DISCUSSION

Many supportive environments have been designed for archiving particular research goals and activities. Several supportive tools based on the COD approach have been designed and implemented. We distinguish our approach with others by comparing environments [2]: (1) management of development processes, (2) organizing of collaborative activities, (3) theory-awareness, (4) architecture, and (5) interoperability.

This paper presents the necessary features [8] following a collaborative approach in order to support ontology design and collaborative activities. A criterion of collaboration was applied to build multiple modules to support collaboration [2] allow in the COD approaches.

V. CONCLUSION

In this paper, we presented an improvement of collaborative activities through a supportive environment based on the collaborative ontology development (COD) approach, called a community-driven ontology-based application management (CD-OAM) framework. Our working approach contributed a significant improvement in supporting collaborative activities of stakeholder in ontology development and demonstrating a collaborative situation to overcome limitations of communication between domain experts and knowledge engineers.

For the future, our research direction aims to work with tagged concept and instances in order to build the knowledge graph [9]. The expected results will be to comprehend the insight and motivate stakeholder to work with a supportive environment.
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Abstract—The purpose of this research is firstly to study the operation of the Arduino micro device and then to create a prototype of a 3-phase low voltage failure warning device. Second is to test effectiveness of the device with a 3-phase variable transformer via simulation. Finally, is to install the prototype in the low voltage distribution system of the Provincial Electricity Authority. The device has an Arduino micro R3 for data processing; ESP8266 expansion board for WIFI receiver/transmitter and EFDV434 board for interfacing with voltage sensing while displaying status message via line application when failure occurs. The experimental test results indicate that the prototype device has low voltage variation of ± 5.42% with actual accuracy greater than 90%. The warning can operate with the distance of 15 meters with sound levels between 80 to 87 dB.

Index Terms—Low Voltage detection, 3-Phase transformer

I. INTRODUCTION

High temperature can cause electrical issues; i.e., power outages, voltage drop blow the damaging the system. These issues must be detected or corrected before equipment.

In order to detect low voltage in a timely manner, creating a device that could alert when failure occurs with some notification sound, light or messages should be considered.

II. RESEARCH OBJECTIVES

1. To study the operation of the Arduino device and to create a 3-phase voltage failure alarm prototype.
2. Test the effectiveness of the proposed prototype with a 3-phase variable transformer.
3. To implement the prototype in the low voltage distribution system of the Provincial Electricity Authority (PEA).

III. RESEARCH METHODOLOGY

The construction procedures would be to setup Arduino micro R3 board for data transmission. The Wi-Fi receiver/transmitter would be ESP8266 expansion board. The voltage sensing was using the EFDV434 interfaced to the Arduino micro, the sounder prompt, status lights and message work through application line software, when a voltage condition was a failure (low voltage). The device in test run mode the display would be show the voltage reading and set the alarms, when you have power outages through application line software you would be receive a message, a sound prompts(bell) and notification lights. The Arduino was still collecting data for analysis.

IV. CONCEPTS AND OPERATIONS

There are 2 main concepts and operations for this research: research concept and design; details are as follows:

1. Research concepts.

Study literature and other information from the knowledge organization in the form of a block.
Figure 3. Installing the signal transmission model

1. The Arduino R3 board that receives data from the voltage sensor and transmits data to the receiver.
2. The voltage sensor1 which monitors the voltage phase 1.
3. The voltage sensor2 which monitors the voltage phase 2.
4. The voltage sensor3 which monitors the voltage phase 3.
5. 6 V. DC. power supply.
6. 6 V. - 4.5 AH NV. Battery in Figure 4.

2.2 Create a receiver sector model by using a CAD software design and simulation as shown in Figure 4.

Figure 4. 3D signal receiver model.

Figure 5. Installing the receiver equipment.

1. LCD screen: display 4 x 20
2. Red alert light: show operation voltage, failure occurs.
3. The green alert light: show operation voltage, normal conditions.
4. The ESP8266 board: receiver board.
5. The electric bell: notification sound show operating conditions.
6. The relay 5V: on-off signal.
7. Power supply DC. 6V: supply ESP8266 board.
8. The battery is DC. 6V: Backup.

V. Testing and results

The tests were divided into 3 tests:
1. Voltage measurement and display.
2. Warning tests when failure occurs through the application line message.
3. Sound and light warning tests.

VI. Test Results

The results from the experiment, shown in figure 7, which is the comparison of the voltage measured from the multimeter meter and device.

The low voltage power failure warning device of the 3-phase transformer to calculate the error percentage (% error value) in all 3-phases 15 voltage ranges from 100 - 240 V. The distance was 10 V. Each area could be summarized as the line graph.
The curves in figure 7 showed that phase 2 has lowest error with ± 4.8%; following by phase 3 and 2 of ± 5.2% and ± 6.4% respectively.

Figure 8 shows testing the notification when failure occurs through the application message. Test the transmission of the message through the 15 voltage neighborhoods, ranging from the voltage of 100 - 240 V. Using a voltage regulator, the regulator to adjust the voltage when a voltage failure occurs. The message would be send in the form of low voltage and returning to normal condition, the message would be send in the form of normal voltage as shown in figure 8.

Random tests of the operation of the notification sound could work according to the conditions specified was alert when the voltage was lower than 200 V. made the electric bell work. The warning sound was in the distance of 15 meters. The volume were at 80 - 87 dB. fast notification.

Tests of the operation of the notification light notification from the notification light could work according to the conditions specified was notify when the voltage was lower than 200 V. The warning light would be displayed in red and alert the green light when the voltage was over 200 V.

VII. Results

The 3-phase voltage reading has an average error value of ± 5.42% according to the set-up conditions 200 V. There is error range of 194.58-205.42 V. The device can alert the operator. Can fix the voltage failure.

Notification of 3 phase voltage messages at 205.42 V via the Application Line. Operation, correcting the voltage failure can be done in phase. The work is faster and more efficient.
VIII. References
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Abstract—Local gradient feature descriptors have been proposed to calculate the invariant feature vector. These local gradient methods are very fast to compute the feature vector and achieved very high recognition accuracy when combined with the support vector machine (SVM) classifier. Hence, they have been proposed to solve many problems in image recognition, such as the human face, object, plant, and animal recognition. In this paper, we propose the use of the Haar-cascade classifier for the face detection and the local gradient feature descriptors combined with the SVM classifier to solve the gender recognition problem. We detected 4,624 face images from the ColorFERET dataset. The face images data used in gender recognition included 2,854 male and 1,770 female images, respectively. We divided the dataset into train and test set using 2-fold and 10-fold cross-validation. First, we experimented on 2-fold cross-validation, the results showed that the histogram of oriented gradient (HOG) descriptor outperforms the scale-invariant feature transform (SIFT) descriptor when combined with the support vector machine (SVM) algorithm. The accuracy of the HOG+SVM and the SIFT+SVM were 96.50% and 95.98%. Second, we experimented on 10-fold cross-validation and the SIFT+SVM showed high performance with an accuracy of 99.20%. We discovered that the SIFT+SVM method needed more training data when creating the model. On the other hand, the HOG+SVM method provided better accuracy when the training data was insufficient.

Keywords—gender recognition, face detection, local gradient feature descriptor, support vector machine

I. INTRODUCTION

Gender recognition can be used to improve the efficiency of surveillance and security systems, authentication systems, and face recognition systems [1]. Moreover, it can also be developed into a variety of applications. Research in gender recognition involves with three major tasks; face detection, feature extraction (called face encoding) and recognition system [2]–[6].

Related work. In [7], the deep convolutional neural networks and support vector machines were proposed for gender recognition and tested on the ColorFERET dataset. The pre-processing step consists of detecting and cropping the face image. The face images after the detection stage consisted of 8,364 face images and stored at 256x256 pixel resolution. After that, the data augmentation technique is implemented to generate new face images. A pre-trained model of the AlexNet architecture was used to train the face images. The linear support vector machine is attached to the last fully connected layer. Using this method, the best accuracy was 97.3%.

In [3] a local feature descriptor called pyramid histogram of oriented gradients (PHOG) was proposed to represent a local gradient of the image. For the HOG descriptor, the feature vector is calculated according to Equation (1). Additionally, the PHOG descriptor allows dividing an image into a small block at several pyramid levels [8]. The gradient orientations in every level are stored into orientation bins. Then, all of the orientation bins in each pyramid levels are combined. The feature vector is then classified using the SVM classifier with the RBF kernel. The proposed method achieved an accuracy of 88.5% on the labeled faces in the wild (LFW) database.

Also, in [5] proposed multiscale facial fusion feature; however, the multiscale method is related to the pyramid technique [3], [8]. The fusion features used in the experiment, including local phase quantization (LPQ) and local binary pattern (LBP) descriptors. The combination of the feature vector is extracted from two descriptor methods and sent to the SVM classifier to classify the face image. The multiscale facial fusion method obtained an accuracy of 86.11% on the images of groups (IoG) dataset.

In this paper, we first applied a well-known Haar-cascade classifier, which was invented by Viola and Jones [9], [10] that proposed for object and pedestrian detection, to first find the exact location of a face from the complete image. Note that we focus only on the frontal face, and we ignore the profile face if the head of the people is turned to left or to right. Due to the challenge of the ColorFERET dataset [11], [12], we can extract only 4,624 face images from the 11,119 images. After that, all face images were resized to the same size. The face image resolution used in the experiments was 88x80 pixels.

Secondly, two local gradient feature descriptors called the histogram of oriented gradients (HOG) [13] and the scale-invariant feature transform (SIFT) [14] descriptors are proposed to extract the gradient feature from the face image. We experimented with the performance of the local gradient descriptors using several parameters. We set up the parameters of the HOG descriptor; orientations, pixels per cell, and cell per block and the SIFT descriptor; patch size.

Finally, the support vector machine (SVM) [15] with the radial basis function (RBF) kernel is proposed to create a model of the gender feature vector from the training data. We implemented the grid-search method to discover the hyperparameters (C and γ) [16] until obtaining the best optimize parameters were obtained. Also, the average accuracies and
the standard deviation were used to compare the experimental results.

**Contributions.** In this paper, we proposed two well-known local gradient feature descriptors; the HOG and SIFT descriptors, to compute the invariant feature vector from the face images. These local gradient feature descriptors are designed to extract features from the gradient image for object detection purposes. The feature descriptor combined with the SVM with the RBF kernel is presented to address the gender recognition problems. The results show that our proposed method achieves very high recognition accuracy.

**Paper Outline.** The rest of the paper is presented as follows: In Section II, the gender recognition method, which is proposed is explained. In Section III, experimental settings and the results are presented. The conclusion and future work are given in Section IV.

II. GENDER RECOGNITION METHODS

A. Face Detection

For face detection, the Haar-cascade classifier was proposed by Viola and Jones [10] in 2004. This method, the Haar features were used to compute the feature vector. The sub-window scans within the image to capture the small image. Then send the data of the sub-window to calculate the feature vector. Consequently, the feature vector was trained and predicted with the AdaBoost algorithm.

B. Local Gradient Feature Descriptors

To study the effectiveness of local gradient feature descriptors for gender recognition, we compare two well-known gradient features, called the histogram of oriented gradients and the scale-invariant feature transform. In this study, the face images are resized to 88x80 pixel resolutions.

1) Histogram of Oriented Gradients (HOG): The HOG descriptor was invented by Dalal and Triggs [13] in 2005 for detecting a pedestrian in an image. The basis of this technique is to compute the gradient orientation from small connected regions of an image. The features that calculated from this technique are robust to the light and geometric changes [17].

The notation of the HOG method [18] can be written as follows:

$$\Phi_f(X) = Db \ast \left[ (g_f \ast X) \ominus (g_f \ast X) \right] \quad (1)$$

where $X$ is an input image and $X \in \mathbb{R}^D$.

First, $X$ is convolved with the simple convolution kernel $g_f$ in the horizontal and vertical directions.

Second, blurred with $b$ and the nonlinear transform ($\ominus$) is applied to removes sensitivity to edge contrast and increases edge bandwidth. Third, the gradient orientations are weighted and stored into orientation bins $Db$.

Finally, The histograms from each block are describes as the feature descriptor. Then, the L2-Normalization is used to normalize the feature descriptors. The equation of L2-Normalization [16] can be written as follows:

$$V_k' = \frac{V_k}{\sqrt{\|V_k\|^2 + \varepsilon}} \quad (2)$$

where

- $V_k$ is the histograms from all block regions
- $\varepsilon$ is a very small value and close to zero
- $V_k'$ is the normalized feature descriptor.

2) Scale-Invariant Feature Transform (SIFT): The SIFT method was proposed by Lowe [14] in 2004 for extracting invariant features from images. The features are invariant to image scale and rotation. The complete process of the SIFT method consists of scale-space extrema detection, keypoint localization, orientation assignment, and the local image descriptor. The complete SIFT method is applied to localization of the object in the target image.

3) In this paper, we focus only on computing the invariant feature, called the SIFT descriptor. First, the Gaussian kernel is used to convolution the image, $I$.

$$L(x, y, \sigma) = G(x, y, \sigma) * I(x, y) \quad (3)$$

where

- $I(x, y)$ is the pixel at location $x, y$ of image $I$
- $G(x, y, \sigma)$ is the Gaussian kernel, and $\sigma$ determines the width of the Gaussian kernel.

Second, the gradient orientation $\theta(x, y)$ and magnitude $m(x, y)$ are computed from the image, $L(x, y)$:

$$G_x = L(x + 1, y, \sigma) - L(x - 1, y, \sigma) \quad (4)$$
$$G_y = L(x, y + 1, \sigma) - L(x, y - 1, \sigma)$$

where $G_x$ is the horizontal and $G_y$ is the vertical components of the gradients.

Third, a sliding window method is used to slide through the whole image to capture a small region. Then all regions are sent to the SIFT descriptor to extract the gradient orientations and magnitudes.

Finally, each region is divided into 4x4 equal blocks. Then an orientation histogram is created for each block. Each histogram uses 8 bins to store the orientation values, which results in 128 dimensions for each region.

C. Classifier Method

The support vector machine (SVM) algorithm is a supervised learning algorithm employed for recognizing the feature that is extracted from data. The SVM algorithm,
invented by Vapnik [15], it has been successfully applied to many pattern recognition problems [16], [19] such as image classification, handwritten recognition, face detection, and face recognition.

The SVM algorithm is first created for binary classification problems [20]. This technique finds the function $g(\cdot)$ that is the best separation to the pattern data, called \textit{hyperplane}.

The training set is $(x_i, y_i)$ where $x_i \in \mathbb{R}^n$ and the output label are either $+1$ or $-1$, $y_i \in \{+1, -1\}$. It can be split by the following:

$$g(x) = w^T \cdot x + b \quad (5)$$

where $x$ is the weight vector and $b$ is the bias value.

The largest distance between the nearest positives $w^T \cdot x + b = +1$ and negatives $w^T \cdot x + b = -1$ is the optimal separating hyperplane.

Moreover, the SVM can be extended to deal with non-linear data. Then, the soft constraint is proposed:

$$y_i(w^T \cdot x + b) \geq 1 - \xi_i \quad (6)$$

where $\xi_i$ is the slack variable for data $x_i$.

The radial basis function (RBF) kernel is a non-linear similarity function and employed in the SVM classifier. In this kernel, the similarity value between the two input vectors are computed as follows:

$$K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2) \quad (7)$$

where $\gamma$ is the parameter of the RBF kernel, note that the model can be overfitting when the $\gamma$ parameter is too large because it increases the number of support vectors.

III. EXPERIMENTAL SETTINGS AND RESULTS

In this section, we concisely describe the face image dataset used in the experiments. The experimental results consisting of the face detection results, parameter settings, grid search parameter estimation, and gender recognition results, are presented and discussed.

A. Face Image Dataset

In the experiments, we used a benchmark face image dataset, called the color face recognition technology (ColorFERET) dataset. Firstly, we used ColorFERET for face detection purpose. Secondly, we divided the ColorFERET dataset into training and test sets using 2-fold (50:50) and 10-fold (90:10) cross-validation, respectively, for gender recognition.

The ColorFERET was introduced by J. Phillips and P. Rauss [11], [12] for a facial recognition system. This dataset consists of 14,126 face images from 1,199 subjects. The resolution of images in the dataset is 384x256 pixels. An example from the ColorFERET dataset is shown in Fig. 1.

B. Experimental Results

1) Face Detection Result:

The evaluation method of the face detection is given by:

$$\text{Acc}_{fd} = \text{Acc}_{fd} - \text{Er}_{fd} \quad (5)$$

when

$$\text{Acc}_{fd} = \frac{c \times 100}{N}, \quad \text{Er}_{fd} = \frac{e \times 100}{N} \quad (6)$$

where

$c$ is the number of face images, after using a face detection technique.

$e$ is the number of the error face images.

$N$ is the total number of the face images in the dataset.

In this paper, we proposed to use the Haar-cascade classifier for the face detection process.

Firstly, we used the Faced face detection method to detect face from the ColorFERET dataset. The result showed that the Haar-cascade classifier significantly outperformed the Faced method. The Faced method was a time-consuming when compared to the Haar-cascade classifier method.

Secondly, we experimented with face detection using the Haar-cascade classifier. In the ColorFERET dataset, there are 13 different poses of each person, such as regular frontal image, profile left, half left, quarter left and also head turned to left and right between 15-75 degree as shown in Fig. 1. This method obtained an accuracy of 39.25% on ColorFERET dataset. The accuracy of the male and female faces was 36.87% and 41.63%, respectively.

Based on our experiments, the Haar-cascade classifier performed not very well when the face images turn to left or right, so the detection rate was quite low. On the other hand, this detection technique performed quite very well and fast when the regular frontal image were used. The results of the Haar-cascade face detection are shown in Table I.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Number of male images</th>
<th>Number of face detected</th>
<th>Number of error detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>7,139</td>
<td>2,854</td>
<td>222</td>
</tr>
<tr>
<td>Female</td>
<td>3,980</td>
<td>1,770</td>
<td>113</td>
</tr>
</tbody>
</table>
Fig. 1. Example face images of (a) male and (b) female from the ColorFERET dataset.

I) Parameter Settings:

We evaluated the performance of the HOG and SIFT descriptors using several parameters. The parameters of the HOG descriptor included orientations, pixels per cell, and cell per block [17]. The parameter of the SIFT descriptor comprised only patch size.

Note that the pixels per cell and cells per block of the HOG parameters and the patch size of the SIFT parameter are defined as a square. We use the SVM with the RBF kernel as a classifier and using the default \(C\) and \(\gamma\) parameters to find the best parameters of the HOG and SIFT descriptors. Also, 10-fold cross-validation over the training set was applied.

The best parameters of the HOG descriptor uses as 9 orientations, 8 pixels per cell, and 3 cells per block. The SIFT descriptor used patch size = 25 pixels. The accuracy results of the HOG and SIFT descriptors are shown in Table II and III.

<table>
<thead>
<tr>
<th>HOG Descriptor Parameters</th>
<th>Orientations</th>
<th>Pixels per cell</th>
<th>Cells per block</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8</td>
<td>1</td>
<td>94.6</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>1</td>
<td>92.2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>2</td>
<td>92.8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>1</td>
<td>94.8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>3</td>
<td>95.8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>1</td>
<td>93.3</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>16</td>
<td>1</td>
<td>92.0</td>
<td></td>
</tr>
</tbody>
</table>

2) Grid Search Parameter Estimation:

From the parameter settings section, the best feature descriptor parameter values were selected. Consequently, we have optimized the hyper-parameters of the SVM classifier with the RBF kernel. The grid search parameter method is suggested. We searched the hyper-parameter \(C\) and \(\gamma\) between the number of \(2^{-7}\) and \(2^7\). The best hyper-parameters found for our experiments are shown in Table IV.
Finally, for gender recognition, finally, the invariant feature vector was classified using the support vector machine (SVM) with the radial basis function (RBF) kernel. From the experimental results, the SIFT descriptor outperformed the HOG descriptor when combined with SVM with RBF kernel. This method obtained very high recognition accuracy.

In future work, we plan to work on the deep convolutional neural network to detect the face (even from different poses) and compute the invariant feature vector. We also want to study the effect of the data augmentation to generate the new face images.
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### Table III. The Performance of the SIFT Descriptor Using Different Patch Sizes

<table>
<thead>
<tr>
<th>Patch sizes</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>97.8</td>
</tr>
<tr>
<td>20</td>
<td>98.2</td>
</tr>
<tr>
<td>25</td>
<td>98.4</td>
</tr>
<tr>
<td>30</td>
<td>97.1</td>
</tr>
<tr>
<td>40</td>
<td>97.1</td>
</tr>
<tr>
<td>45</td>
<td>97.8</td>
</tr>
<tr>
<td>50</td>
<td>96.9</td>
</tr>
</tbody>
</table>

### Table IV. The Best Hyper-Parameter Values for the SVM Classifier with the RBF Kernel

<table>
<thead>
<tr>
<th>Methods</th>
<th>C</th>
<th>gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>$2^3$</td>
<td>$2^0$</td>
</tr>
<tr>
<td>SIFT</td>
<td>$2^3$</td>
<td>$2^{-5}$</td>
</tr>
</tbody>
</table>

### Table V. The Accuracy (%) of the SVM Classifier Obtained with 2-Fold and 10-Fold Cross-Validations

<table>
<thead>
<tr>
<th>Methods</th>
<th>2-cv</th>
<th>10-cv</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>96.50 $\pm$ 1.8</td>
<td>98.75 $\pm$ 2.5</td>
</tr>
<tr>
<td>SIFT</td>
<td>95.98 $\pm$ 0.4</td>
<td>99.20 $\pm$ 0.8</td>
</tr>
</tbody>
</table>

3) Gender Recognition Results:

The calculation of gender recognition accuracy is computed by multiply 100, with the total number of correct prediction and divided by the total number of face images in the dataset.

From the face detection result, we divided 4,624 face images into train and test sets with the ratio of 50:50 (2-cv) and 90:10 (10-cv). On this face images dataset, 2-fold cross-validation achieved accuracy of 96.50% when using the HOG descriptor. On the other hand, when performing the system with 10-fold cross-validation, the SIFT descriptor outperforms the HOG method with the accuracy of 99.20, which is the highest result based on our experiments. The accuracy results of gender recognition are shown in Table V.

IV. Conclusion

The main objective of this paper is to recognize gender (male and female) from facial images. First, the Haar-cascade Classifier was used to find the face from the whole image. Second, the face images were then assigned to the local gradient feature descriptors; the histogram of oriented gradients (HOG) and scale-invariant feature transform (SIFT) descriptors, to compute the feature vector.
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Abstract—Building security is crucial, but guards and CCTV may be inadequate for monitoring all areas. A quadcopter (drone) with manual and autonomous control was used in a trial mission in this project. Generally, all drones can stream live video and take photos. They can also be adapted to assist better decision-making in emergencies that occur inside a building. In this paper, we show how to improve a quadcopter’s ability to fly indoors, detect obstacles and react appropriately. This paper represents a new conceptual framework of hybrid indoor navigation ontology that analyzes a regular indoor route, including detection and avoidance of obstacles for the auto-pilot. An experiment with the system demonstrates improvements that occur in building surveillance and maintaining real-time situational awareness. The immediate objective is to show that the drone can serve as a reliable tool in security operations in a building environment.
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I. INTRODUCTION

Buildings, such as schools, universities building, office buildings, or shopping malls, etc. are guarded by staffs who monitor both inside and outside the buildings. They are concerned about preventing all dangerous situations. Some buildings need to be high security and may require much investment in guards and technologies. Such buildings will have Closed-Circuit Television (CCTV) and an operations room for monitoring and controlling the situation. However, the CCTV may not cover all area of the buildings, or there may be blind spots in the CCTV coverage. Technology to check the blind spots is needed to increase building security.

A quadcopter or drone [1] is a popular technology for taking photos and video, usually used for outdoor missions. The quadcopters can fly under user control or be autonomous. Although normally used outdoors they can be adapted for indoor missions. However, an indoor environment presents difficulties, especially where the building has many floors, and each floor has many objects, both static and moving. The quadcopter should be able to fly to a given destination anywhere in a building while avoiding obstacles (people, furniture) in its path. A hybrid or semi-autonomous approach for controlling the quadcopter may be appropriate.

In this paper, we discuss the indoor use of a quadcopter for patrolling a building. A quadcopter’s route inside a building may be different from a person’s; it can fly above head-height and can fly to different floors of the building. However, to increase the speed of quadcopter to arrive in the situation area, it needs an indoor navigation route which we have developed using an ontology method which can provide a more accurate, robust flight path. Furthermore, it needs to detect the properties of operating stability. Our approach is beneficial for the building guards as well. If they see a suspicious situation on CCTV in the building but have not enough information, they can send the quadcopter to that location to view the situation in order to decide on a future course of action. They do not need to learn how to use and control the quadcopter; they can use our application.

We propose a hybrid approach leading to an improved real-time situational awareness, as shown in Figure 1. Firstly, we have developed an analysis of the best route for the quadcopter in the building with indoor navigation ontology providing the optimum flight path. As GPS does not work inside the building, a Bluetooth Low Energy device (BLE) [2] is adapted for calculating the current position of the quadcopter. Secondly, while the quadcopter is flying, it detects some objects which may affect its flight mission. Our approach includes obstacle detection by using image processing for identifying the objects and avoiding them. While the quadcopter is in flight, it can communicate and receive real-time flight information from the control room via Wi-Fi in the building. We believe that our approach may improve security analytics and threat intelligence, enhancing the security of the building.

Fig. 1. Overview of the hybrid framework of the quadcopter

The section of this article is as follows. In Section II, we review the literature on quadcopters, ontology and obstacle
detection. In Section III, we show hybrid indoor navigation for an indoor quadcopter. In Sections IV, we detail our conceptual approach. Section V presents our experiment. Part VI discusses our results and proposes future research directions.

II. RELATE WORK

In this section, we discuss some relevant related work on indoor navigation involving indoor quadcopter, indoor ontology, and obstacle detection.

A quadcopter or quadrotor [1] is a helicopter with four rotors. They are used for surveillance [3], construction inspections, or mission in the farms [4-6] etc. A quadcopter was developed to inspect the vertical infrastructure of building [7] but is limited to inspection of the exterior of the building. An AR-Drone was adapted for robotic research [8], discussing technologies on position stabilization, autonomous navigation, etc. However, it was not developed for an indoor situation. J. Sa and P. Corke detail quadcopter for use indoors and outdoors [9], but the user needs to learn and attain the skills to use it and also needs to know the structure of the building in which the quadcopter will be flown. SmartCopter is a technique for controlling a quadcopter without GPS; it can automatically fly both outdoors and indoors by using vision-based tracking [10], but vision-based tracking may not be sufficient for autonomous flight. A Camera Measurement Algorithm was used for estimating distances in a building [11]. However, this approach may be too slow for processing for indoor navigation where the requirements of the mission need a fast response.

Ontology is developed within many research fields [12]. J. Scholz and S. Schabus propose an Indoor Navigation Ontology which is used for movement production in an indoor environment [13]. They designed the elements of the ontology for representing the indoor space. However, their article focused only on the indoor production for autonomous navigation in the indoor space. Web ontology can be combined in an indoor navigation system called OntoNav [14, 15], in which both the navigation paths and the guidelines are presented to users to develop an Indoor Navigation Ontology (INO) [16]. Nevertheless, in this article can find the route for the specific user profile for the recommendation the best route to them, which need to collect the user profile, if it applies to our research, may need to maintain the quadcopter attributes for being suitable.

Obstacle Detection is applied to many techniques for navigation such as using image processing for the autonomous micro aerial vehicles [17]. This article detail that it did not focus on indoor navigation. Obstacle Detection and the 3D indoor model are developed for indoor navigation by using the laser scanner [18], this method may difficult to collect the building planning information for creating a route from the building structure. Similarly, the 3D model is designed for navigation for autonomous vehicle [19], but his approach focuses on the outside navigation. Computer vision was used for indoor autonomous drone racing, but this article needs more information with using Deep Learning technique [20]. Imaging geometric relationship [21] is used for obstacle detection to navigate inside the building by using four cameras based on the

bird’s eye view images; we will apply this approach to our research.

After a literature review, we found that the semi-autonomous quadcopter will be used for our research, because it can be automatic fly by it after the user selects the destination inside the building and can control by the building guards, especially, controlling the camera on the quadcopter when arriving the target location. Our conceptual framework consist of two contributions are analysis the indoor route and the obstacle detection.

III. HYBRID INDOOR NAVIGATION FOR INDOOR QUADCOPTER

This study, we describe the hybrid indoor navigation model monitoring indoor security by using a semi-autonomous quadcopter. While the quadcopter is flying on the mission, it will communicate with the security room via the internet by Wi-Fi network in the building. It can send to images, VDO and position information back to guards. The quadcopter’s position can lead to present to the current position on the building map. The quadcopter begins and finishes the mission at the security room.

In section includes Indoor Quadcopter Position, Indoor Navigation Ontology, and Obstacles Detection.

A. Indoor Quadcopter’s Position

Global Positioning System (GPS) for calculating the position is not working inside the building. We use Bluetooth Low Energy devices (BLE) for analysis the quadcopter’s position [22]; these devices are called “iBeacon.” These BLEs will be installed in the building, and one each will be set on the quadcopter, they are used for distance measurement and help to us for calculating the quadcopter’s position in the tower as shown Figure 2.

Fig. 2. BLE for analysis the quadcopter’s position

B. Indoor Navigation Ontology

The building has some different floors plan and some levels. Normally, almost towers have the corridor for people walking inside the building, and some buildings have the lift and escalator. In this research, we focus on the flying route of the quadcopter. Therefore, the route will use any airspace for flying direction in the building. We develop the coordinate on the airspace for linking to another, vertical view, as shown in Figure 3 and map view on the floor as illustrated in figure 4.

The quadcopter’s direction is not similarity with human way. Therefore quadcopter path will be designed in the position where it can fly and can link o different floor. The
indoor navigation ontology is applied to creating the path of flying. The ontological foundations are used to a model of navigation on indoor space. This technique can increase the speed of quadcopter for flying the destination. Guard will set the target before quadcopter going. The quadcopter will fly follow on the coordinate and follow up until reaching the target location, which all coordinate will be set value as flight information for travelling to the next coordinate.

This approach is flexible for maintenance because all routes are set on the ontology as a dynamic database. If the building was renovated, the user could change data on the ontology for updating the fly direction. The example of primary attributes on the ontology is designed as shown in Table I.

### Table I. Terminologies for Some Attributes in Indoor Ontology for Indoor Quadcopter

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID_dro</td>
<td>ID is a unique label for a coordinate for quadcopter (droBLD1_lev1_cel01)</td>
</tr>
<tr>
<td>x, y, z</td>
<td>(x, y, z) in Euclidean air space inside building (x=1500, y=560, z=195)</td>
</tr>
<tr>
<td>Default_direction</td>
<td>The default position of quadcopter when arriving this coordinate, the quadcopter will be set the direction about inspecting point as same as compass degree (352)</td>
</tr>
<tr>
<td>Building</td>
<td>Building Name (Bld1)</td>
</tr>
<tr>
<td>Level</td>
<td>Level of building (level3, level5)</td>
</tr>
<tr>
<td>Status</td>
<td>Status of a coordinate on the map (On, Off)</td>
</tr>
</tbody>
</table>

C. Obstacle Detection

Commonly, most quadcopters have the sensor for protecting when flying nearly some objects, but not enough for it. In the building, some properties are caused by flight problems, especially humans or cabinets. These obstacles are over control because they can move to anywhere in the building. Although the flying route is set for auto-pilot, these objects may affect the quadcopter and lead to decreasing speed and have accident flight. Therefore auto obstacle detection on the real-time is critical for the semi-autonomous quadcopter.

All level of the building, the flight route will be designed on the map of the construction plan, as shown in Figure 4. The quadcopter can fly on the flight line with the typical situation. However, it needs to get the object detection for instantly stabilized flight. The obstacle detection recognizes the objects for getting the size and dimension of them by using image processing. This research focuses on the detection of object colour.

![Fig. 3](image3.png)  
Fig. 3. Example of (a) the instruction of indoor building where has any airspace (b) indoor route of semi-autonomous quadcopter inside the building

![Fig. 4](image4.png)  
Fig. 4. For an example of direction and coordinate in the building

IV. THE CONCEPTION OF AN ALGORITHM FOR INDOOR QUADCOPTER

Our approach is using the quadcopter to fly inside the building for the indoor mission. We describe the step of an algorithm for monitoring indoor security. The building has different information for a guide to indoor travel; design should follow the real indoor space which focuses on the quadcopter flight. Figure 5 is an example of a building.

![Fig. 5](image5.png)  
Fig. 5. Example, inside the building

The flight mission will analyze the route by the algorithm and then send information to the quadcopter. The flight
information will set as the array; it consists of the coordinate information. Each coordinate has an attribute for supporting the fight until to the destination; this approach can help the speed of the flight, as shown in Figure 6. It is a drone route in the building, and it starts from the security room on level one to room number Rm.04-07. It will follow node of route. However, the calculation of quadcopter’s position is crucial for stable flying. Our algorithm uses four BLE devices for calculating the current quadcopter’s position [22, 23]. This approach looks like finding the position of the satellite, which can lead to development to show the current position of the quadcopter on the application.

![Diagram of quadcopter flight](image)

**Fig. 6. The direction of quadcopter’s flight**

While the quadcopter arrives at each coordinate, it will get the value of attributes; this information can provide analysis for flight controlling data, for still flying to next coordinate in the direction mission. This information can help to control the flying for the front, back, left, right, up, down, clockwise and counter-clockwise. This controlling data communicates between the guard room and quadcopter via the internet with Wi-Fi technology.

Finally, our approach includes obstacle detection, while the quadcopter is flying on the route; we improve flight stability by using image processing for object detection. It analyses the dimension of objects for avoiding them. After that, it will fly back in the same mission route until the destination area. Also, finished task, it will use the same path for the flight back to the security room. This research develops the simple web application for controlling and monitoring with our algorithm.

V. EXPERIMENT AND DISCUSSION

We design the experiment for validation, analysis the route and obstacle detection with the simple web application. This research, we use the Quadcopter or AR-Drone 2.0 in our research, as shown in Figure 7. It flies high precision control and automatic stabilization features which be suitable for development to the indoor building. We separate to be two testings, consists of auto flight on the route and obstacle detection.

The “Estimate Location” devices [22] are Bluetooth Low Energy devices which can use to support to measure the distance inside the building. We use the stick on the wall in the building where they can send the signal to BLE on the quadcopter.

**TABLE II. THE RESULT OF THE FLIGHT ON THE ROUTE**

<table>
<thead>
<tr>
<th>Routes No.</th>
<th>Coordinate No.1</th>
<th>Coordinate No.2</th>
<th>Coordinate No.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5 meters</td>
<td>1.3 meters</td>
<td>1.5 meters</td>
</tr>
<tr>
<td>2</td>
<td>0.8 meters</td>
<td>1.5 meters</td>
<td>1.2 meters</td>
</tr>
<tr>
<td>3</td>
<td>1.5 meters</td>
<td>1 meters</td>
<td>1.5 meters</td>
</tr>
<tr>
<td>4</td>
<td>2 meters</td>
<td>1.5 meters</td>
<td>2 meters</td>
</tr>
<tr>
<td>5</td>
<td>1.5 meters</td>
<td>2 meters</td>
<td>1.5 meters</td>
</tr>
</tbody>
</table>

Indoor flight has narrow space for flying, with the result in Table II; the precision of position on the route is not 100%. The result show flight of quadcopter missing from coordinate around 0.8-2 meters. Therefore, the autonomous flight of quadcopter needs to use some approach to be stable fly.

On the other hand, although AR-Drone 2.0 will include sensors for objects detection, it may not be enough for a quick flight in the environment. This research, we present that increase a part of obstacle detection, the object is detected by the camera on the quadcopter with the colour analysis by using the image processing technique as shown in Figure 8. We set the distance between camera and object for photos collection around 0.5, 1, 1.5, 2, 2.5 meters respectively. After that, they have recognized the colour in green, red and blue five times. The result shows in Table 2.
Table III presents all colour can analysis the colour is extremely precision in the distance 0.5-1 meters. Green got to high accuracy detection, more than 80%. Red cannot detect the colour in the distance more than two meters.

Also, these experiment results, we think that they can be adapted to use in the Hybrid Indoor Navigation for inspection inside the building by using the quadcopter.

VI. CONCLUSION AND FUTURE WORK

In this research, we developed the framework conception for hybrid indoor navigation of the quadcopter for supporting the building security. Our method focuses on selecting the best route and obstacle detection. Firstly, Multi-level Indoor Navigation Ontology is applied to our framework, which can design to support the quadcopter indoor route. All coordinates on the map used to be the information for navigation. After the design, we evaluated some routes which the result is right, can lead to developing to autonomous flight. Secondly, object detection is designed for our research. However, we just validated the colour detection with the camera on the quadcopter. The result can detect the colour object inside the building, and it can extend to being object detection.

In future research, we will work on the auto-flight of quadcopter for improving the efficient model. Our design may create to being air squadron or using many quadcopters on the mission, which can get video or photos information to supporting for deciding on building security. Nevertheless, the object detection should add the other techniques for helping to auto-pilot of the quadcopter as well.
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Abstract—Software defined Network is a network defined by software, which is one of the important feature which makes the legacy old networks to be flexible for dynamic configuration and so can cater to today’s dynamic application requirement. It is a programmable network but it is prone to different type of attacks due to its centralized architecture. The author proposed a method to detect and prevent DDOS attack in the paper. Mininet [5] which is a popular emulator for Software defined Network is used. We followed the approach in which collection of the traffic statistics from the various switches is done. After collection we calculated the packet rate and bandwidth which shoots up to high values when attack take place. The abrupt increase detects the attack which is then prevented by changing the forwarding logic of the host nodes to drop the packets instead of forwarding. After this, no more packets will be forwarded and then we also delete the forwarding rule in the flow table. Hence, we are finding out the change in packet rate and bandwidth to detect the attack and to prevent the attack we modify the forwarding logic of the switch flow table to drop the packets coming from malicious host instead of forwarding it.

Index Terms—SDN, Mininet, Network attack, Traffic simulation, DDOS

I. INTRODUCTION

Software-Defined Network [1] is the network is the network which can be programmed unlike the traditional network. It is also known as next-generation network. Software-Defined Network is a breakthrough in networking as it breaks the year old barriers of rigidity in network configurations. With the advent of SDN the network can be programmed at run time as per the user requirement. Open Networking Foundation(ONF) [1] defines SDN as the network in which the control plane is segregated from the data plane where the control plane is the brain of the network. With SDN there is a global vision of the network i.e. the status of all the switches existing in the topology is known so the rules for traffic routing can be decided intelligently. SDN is invented as a brainchild of a Ph.D Student Martin Casado during his thesis writing in 2005 at Stanford University. In nutshell we can say that Software-defined network is a network which is defined and managed by software. Also, when combined with the concept of Network function virtualization (NFV) [1] it brings out virtualization of entire networking hardware.

The traditional network cannot be programmed by the software. The devices in the network like switch, router are hard to configure as the two planes in the device i.e. Data Plane and Control Plane are tightly coupled. It is basically due to the distributed nature of traditional network and thus inflexible [1]. But Software-Defined Network is based on the concept of splitting the network into data plane and Control Plane. Control Plane [2] is the one responsible for making all the decisions in the network. We can see the control plane in SDN like the brain in human body and Data Plane is known for its functionality of just forwarding the packets.

This architectural change has brought a lot of flexibility to the network. In nutshell, traditional network routing and forwarding decisions are made by the switches based on the destination IP address which is unlike Software Defined Network. In SDN the routing and forwarding decisions [3] are decoupled and here traffic forwarding is based on flow-based scheme. A flow is defined as a rule based on the match which is then used to forward the traffic.

Various companies have also started looking for the option of investing in SDN. One of the big industry giants like Google is using SDN in their data centers. Firms like NEC to Hewlett-Packard have setup a SDN network. SDN consists of following layers namely a) Forwarding layer consist of dumb switches b) Control layer consist of Controller c) Application layer consisting of application programs which the user can make to interact with the controller. These three layers communicate using Northbound and Southbound APIs [1]. A northbound interface is defined as the set of API’s [1]between the application plane and the control plane whereas southbound interface is the set of API’s between the controller and the device plane.

Our motivation to work on DDOS attack is because the work which has been done till now is mostly focused on the idea of finding the randomness [5] in the traffic, based on Shannon’s theory. But the proposed work here involve calculation at switches which is less time-consuming. DDOS attack can result in the following scenarios:

- Exhausting the memory of switch and controller.
- Exhausting the control channel bandwidth.
- Exhausting the computational power at data and control plane.

Our contribution in this paper is to detect and prevent the DDOS attack by using Open Flow statistics which are extracted from the switches. Continuous monitoring of the
switch is done and whenever the value of the packet rate is found to be more than ‘100’ which is a already set threshold value, the attack is detected. The prevention method is also used in which the controller modify the flow entry from forward packets to drop the packets coming from the identified malicious host.

The paper is organized as outlined below; Section II detailed on the literature survey whereas Section III illustrates the method used for detection and prevention of attack. and algorithm strategy. Section IV provides the Experimental Setup and Results and finally, Section V concludes the paper.

II. RELATED WORK

Here we discuss the various state-of-the-art in the field of security [4] of the network specially in the context of DDOS attack. Security techniques [6] which have been discussed does not necessarily pertains to SDN, we have discussed the core techniques only, it is not necessary that they are SDN specific.

Hong et.al. [7] discuss the concept of mitigation of slow DDOS attack on the server by following a technique employed at the server. The algorithm for detection and mitigation is running on Controller. A Tcp connection has to be already established between SHDA (Secure hash Decryptable Analysis) and web server. Now, whenever attacker tries to connect to the web server it will send large amount of connection request half-openconnections and when the count reaches a threshold, the attack is detected. When detection process running in the server detects the attack, it forwards the half-open connection packets to the mitigation algorithm running on the controller which will continue receiving of the half-open connections. After waiting for the stipulated time in which half-open connection of slow client will complete but the half-open connection of attacker will never complete. After waiting for a threshold limit of time the traffic is classified as attacked traffic or benign traffic. Once the controller add the IP’s suspected into the blocked list, the attack is mitigated.

Kalkan et.al. [9] describes the concept of using entropy together with the attributes of TCP layer. For example the randomness in the destination IP address will not solely give accurate information of the attacker but some other parameters like Protocol type, TCP flags, destination port, source port, destination IP. Source IP and packet size are also important to consider for detecting the attack. It creates pairing of traffic features mentioned above and calculates the joint entropy (for example: Destination IP with TTL i.e. time to live) when in non-attack phase and compare it with the same pair after attack. If the difference in entropy values for the normal and attacked traffic exceeds the threshold value then the attack is detected and mitigation module start executing in which detected pairs during the previous phase are taken in ratio with the same during normal traffic flow and a ratio is calculated. If the value of the ratio comes to be greater than the set limit value then it starts dropping packets for that pair unless the bandwidth decreases to acceptable limits.

Da Silva et.al. [10] detailed on the architecture for detecting, classifying and preventing the attack in SDN. The author used the concept of Shannon’s theory for the purpose of attack detection in two phases: In the first phase, illegal attack traffic is found by using entropy-based approach and in second phase the dump flows analysis and its classification is done using various machine learning classifiers which uses the past information collected to classify the abnormal traffic.

NisharaniMeti et.al. [11] proposed the use of various Machine-Learning algorithms to detect the attack in Software-Defined Network (SDN). Various Machine learning algorithms are tested for their performance in classification task. The dataset used is a TCP traffic set between certain locations obtained from the experimental results. As the controller is the brain of the network, it is the only one with the help of which the detection and prevention take place. Controller keeps an access contro list (ACL) with the help of which it segregates the TCP traffic set into normal or malicious traffic and then the labelled traffic set is used by the machine learning classifiers and it is found that SVM algorithm gives better results as compared to other machine learning algorithms.

Rasool et.al. [12] discuss the use of deep learning based algorithm for traffic classification into two classes i.e., malicious and legitimate. The author has done Link Flooding attack in which the controller is disconnected from the data plane by sending slow legitimate traffic on the control channel. This type of attack was initially handled by the use of traffic filter but it was still a challenge. So the paper analyses the statistics during attack and then use Deep Learning algorithms to classify the traffic as malicious or legitimate. The author used mininet for real time traffic generation. It uses Artificial Neural Network for model training and then use the statistics collected as a test set for predicting the traffic class.

III. DISTRIBUTED DENIAL OF SERVICE ATTACK AND COUNTERMEASURES

In this section first we describe the Distributed Denial of Service (DDOS) attack which leads to data plane and control plane saturation. Later on, we present our proposed countermeasure to detect and mitigate the attack.

A. Distributed Denial of Service Attack

In Distributed Denial of Service Attack (DDOS) shown in figure 1, adversary aim is to saturate the target host with so many packets that it lets suffer the legitimate user in using the network services. Adversary performs the attack in such a way that it leads to both data and control plane saturation [8]. Adversary performs the following attacks:

- Flooding attack: Adversary performs the flooding attack to compromise the bandwidth and switch memory and thus controller delays access to benign users. The flooding attack is done by the use of the ping command from the source. For example if we assume h1 as a target host in our topology and h2, h3, h4 as the malicious hosts trying to attack H1. Syntax for one of the attack can be given as: h2 ping –f h1 will send flood of packets from...
h2 to h1. Similarly, we can perform attack from h3 and h4.

- TCP-SYN Attack: Adversary performs the TCP Syn attack by directing the Syn Packet to the target but the destination host is yet to send the ACK to the source in the mean time adversary send other Syn Packet for connection establishment, so it become difficult for the target to handle the traffic. This is because of the reason as controller already allocates all its resources for the previous Syn requests and so controller reaches its saturation to handle the packets. To detect such an attack we have proposed a threshold-based approach which is explained in the next section.

B. Countermeasures

We proposed a countermeasure known as Continuous watch. It detects the attack by the malicious node by continuously analyzing the traffic statistics on switch. Detection and prevention of the attack [14] is done in two phases. In the first phase, attack is detected by analyzing the rate of change in the packet rate and bandwidth. In the second phase, the attack is prevented by changing the forwarding logic of the target host in the switch flow table.

1) Primary phase of detection: In this phase a thread is run continuously to monitor the switch. At regular intervals of time it collects the flow statistics which include various parameters which are mentioned in I & II.

Packet count is used in the paper to calculate the packet rate. The packet rate value is used to check for the attack, whenever the packet rate is greater than a predefined threshold value of 100, the attack is detected and appropriate action is taken. Algorithm 1 shows the pseudo-code for attack detection.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>FLOW STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.No</td>
<td>Flow statistics</td>
</tr>
<tr>
<td>1</td>
<td>byte_count</td>
</tr>
<tr>
<td>2</td>
<td>duration_n_secs</td>
</tr>
<tr>
<td>3</td>
<td>priority</td>
</tr>
<tr>
<td>4</td>
<td>hard_time_out</td>
</tr>
<tr>
<td>5</td>
<td>idle_timeout</td>
</tr>
<tr>
<td>6</td>
<td>len</td>
</tr>
<tr>
<td>7</td>
<td>match</td>
</tr>
<tr>
<td>8</td>
<td>packetcount</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>PORT STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.No</td>
<td>Flow statistics</td>
</tr>
<tr>
<td>1</td>
<td>txbytes</td>
</tr>
<tr>
<td>2</td>
<td>rxbytes</td>
</tr>
<tr>
<td>3</td>
<td>txpackets</td>
</tr>
<tr>
<td>4</td>
<td>rxpackets</td>
</tr>
<tr>
<td>5</td>
<td>txerrors</td>
</tr>
<tr>
<td>6</td>
<td>rxerrors</td>
</tr>
<tr>
<td>7</td>
<td>port id</td>
</tr>
<tr>
<td>8</td>
<td>datapath</td>
</tr>
<tr>
<td>9</td>
<td>duration</td>
</tr>
<tr>
<td>10</td>
<td>in_port</td>
</tr>
<tr>
<td>11</td>
<td>out_port</td>
</tr>
</tbody>
</table>

Algorithm 1 Algorithm for detection of attack in SDN

**Input:** Traffic statistics at switches

**Output:** Attack detected successfully

**Initialisation:** packetratelimit = 100

1: For each flow collect the packet count and tx_ & rx_ byte statistics
2: for i = packet1 to packet_n do
3: packetrate = packet_count/duration
4: Bandwidth = ((tx_bytes + rx_bytes) * 8) / 1024
5: if (packetrate(i) ≥ packetratelimit) then
6: Attack detected
7: end if
8: end for
9: return Flow with SourceIP, destinationIP

Secondly, we also compute the bandwidth for every 30 seconds. Bandwidth is computed for all the ports by specifying the OFPP_ANY [15] to the OFPFlowStatsRequest [5], [15] to measure the bandwidth of all the ports. We can specify the specific port number if we want to measure it from a particular port. Bandwidth is also found to be increasing high when the attack take place, but once the prevention technique is used then bandwidth will reduced. Flowchart in figure 2 shows the process of attack detection ad prevention.
New packet arrives
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Fig. 2. Attack detection and prevention process

Algorithm 2

Algorithm for prevention of attack in SDN

Input: Flow for the Packet Rate, Bandwidth
Output: Deleted BlockedList

1: For the flow which has the identified packet rate and bandwidth
2: for i = flow1 to flow_n do
3: append the corresponding source IP of that flow into blocked list which is a list of IPs who have exceeded the treshold packet rate.
4: if (sourceIP(i) == BlockedList(i)) then
5: Modify the action of that flow to drop the packets from source IP identified.
6: end if
7: end for
8: return Deleted BlockedList

IV. EXPERIMENTAL SETUP & RESULTS

In this section, we show the setup conditions during experiments, hardware, and software used, their configurations and how we calculate the parameters associated with the experiment. Finally, the impact of attack with time is also shown.

A. Experimental setup

We used Mininet [5] as an emulator to analyze the network traffic, the attacks and their countermeasures along with Ryu as a network controller. The controller is written entirely in python and we have deployed our application logic as an application on Ryu.

Various simulation parameters are shown in Table III. Topology considered under investigation consists of 9 switches and 12 hosts is shown in figure 3. In the topology, H1 is the target host and Host 2, Host 3 and 4 are the malicious hosts. Host 1 is connected on port 1 of switch S1, Host 2 is connected on port 2 of switch S1. Host 3 and 4 are connected on port 1 & 2 of switch s2 and switch S2 is connected on port 3 of switch S1.

TABLE III

SIMULATION ENVIRONMENT

<table>
<thead>
<tr>
<th>S.No</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Host OS</td>
<td>Windows10</td>
</tr>
<tr>
<td>2</td>
<td>Guest OS</td>
<td>Ubuntu16.04</td>
</tr>
<tr>
<td>3</td>
<td>VirtualBox</td>
<td>5.1.26</td>
</tr>
<tr>
<td>4</td>
<td>Emulator</td>
<td>Mininet</td>
</tr>
<tr>
<td>5</td>
<td>Controller</td>
<td>Ryu</td>
</tr>
<tr>
<td>6</td>
<td># Controller</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td># Switches</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td># Hosts</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>Protocol Used</td>
<td>OpenFlow</td>
</tr>
<tr>
<td>10</td>
<td>Graphical package</td>
<td>MiniEdit</td>
</tr>
<tr>
<td>11</td>
<td>Traffic Generation tool</td>
<td>Iperf, Curl, Ping</td>
</tr>
<tr>
<td>12</td>
<td>Controller Port Number</td>
<td>6653</td>
</tr>
<tr>
<td>13</td>
<td>Bandwidth</td>
<td>100 kbps</td>
</tr>
<tr>
<td>14</td>
<td>Simulation Time</td>
<td>300 seconds</td>
</tr>
<tr>
<td>15</td>
<td>Packet rate threshold used</td>
<td>100 packet per second</td>
</tr>
<tr>
<td>16</td>
<td>Statistics collection interval</td>
<td>30 seconds</td>
</tr>
<tr>
<td>17</td>
<td>Bandwidth plot interval</td>
<td>30 seconds</td>
</tr>
</tbody>
</table>

2) Secondary phase & Countermeasures: In this phase, Attack prevention take place. The attack which is detected during the primary phase is prevented by changing the forwarding logic of the switches by modifying the flow rule in the flow table for discarding the further packets by using OFPFlowMod message [5] instead of forwarding. Algorithm 2 shows, the pseudo-code for the prevention of the attack.
B. Performance Metrics

We have used two parameters for performance measurement to evaluating the effects of attacks and countermeasures.

- Packet Rate: It is defined as the number of packets in the network per second. From the statistics collected total packet count can be collected from a switch but packet rate has to be calculated by subtracting the previous packet count from the current packet count and dividing by the total duration which will give the number of packets transmitted per second. Packet Rate is calculated as under:

\[
\text{packetrate} = \frac{\text{packetcount}}{\text{duration}}
\]

- Bandwidth: It is the total number of bytes transferred and received on a port. We are collecting the port statistics as mentioned in table II by calling OFPPortStatsRequest [15] which return the Port related statistics. Out of which we are using txbytes & rxbytes(transmitted bytes & received bytes) to calculate the bandwidth. By calculating the bandwidth we found that bandwidth suddenly shoots up in case of attack. Thus confirming that attack is done. We are calculating the bandwidth after every 30 seconds. Bandwidth is calculated as under:

\[
\text{bandwidth} = (\text{txbytes} + \text{rxbytes})
\]

C. Result Analysis

To analyze the results we have plotted the graph of the two performance metrics without prevention technique and with prevention technique which will help us understand the scenario of attack in better way.

Figure 4 shows the effect of attack on packet count. Figure 4 shows the effect of attack on number of packets. As can be seen from the figure that when there is no attack the number of packets over the network are in the range of (1238-12380) packets when measured after every 30 seconds. The packet count range increases in such a way because packet sending is done at uniform rate of 100 kbps by all the three hosts in the packet range from 1238 packets measured after every 30 seconds which equals to 12380 packets as the experiment is run for 300 seconds. Similarly, when a malicious node attack the target host (H1) the packet count shows a abrupt increase and reaches in the range of (18000-200000) packets. It is a strong indication of the attack. The increase in packet count is due to the malicious nodes(H2, H3, H4) attacked the target host (H1) at 100 packets per second by three malicious nodes respectively. Host 2 will send on port 2, so there will be 3000 packets every 30 seconds and on port 3 there will 6000 packets every 30 second. So three malicious nodes attack the target host and packet count increases in the interval of 9000 packets every 30 seconds and a total of 18000 as twice count for request and response.

For preventing the attack we have calculated the packet rate which is the per second count of the packets in the network. To check the attack, packet rate threshold value of ’100’ is used and if the packet rate at a particular switch crosses the threshold rate then the attack is detected and the control goes to the prevention module.

The prevention module alters the forwarding logic of the host from further forwarding the packets by changing the action part of the flow table to drop packets instead of forward and in this way the malicious source IP will not be able to send the packets again.

Figure 5 depicts the bandwidth graph plotted between normal and attacked scenario. From the graph, we can infer that bandwidth of the network during normal traffic ranges in between (100-300 kbps) which shoots up during the attack in the range of (1600-3000 kbps) which is a indication of attack. Port1 in yellow is the port which is connected to host1 which is the target host and it is the sum of bandwidth at host 2, host 3 and host 4 who have attacked the target host at the rate of 100 packet per second.

Figure 6 depicts the bandwidth of the network when countermeasure is applied which stays in the range of (400-600 kbps). It is because of the packet rate threshold which has been set to 100 packets per second, due to which when the attacker (H2, H3, H4) continue sending packets, they are dropped and port1 drop the packets and its bandwidth falls to zero. There is packet sending still done by Host 2,3,4 but Host 1 drop the packets can be seen from the figure 5 that port2, 3,4 have not fall to zero.

Figure 7 depicts the graph between packet rate before and after the countermeasure is applied. When the...
malicious hosts (H2, H3, H4) attack the target host (H1). The attack rate shoots up in the range of (600-744) but after applying the countermeasure whenever the packet rate goes above 100 the packets are dropped which is shown in the figure 7 that when packet rate becomes 106 at 240 seconds the switch started dropping packets and so packet rate comes down to 92-93.

Figure 8 shows the graph between delay caused to the legitimate user in sending the data when the attack take place. Graph depicts that when the attack rate increases from 100 pkt/sec, further increase is not increasing the delay. The delay decreases at higher attack rates because the controller is already busy in processing of previous packets. So delay reaches saturation.

V. CONCLUSION

In Software-defined networks, security [13] is a major concern and also data breaches is increasing with time. In this paper, we have implemented a method for detecting and preventing DDOS attack in SDN by collecting the flow statistics and port statistics at regular interval from the switches. We have calculated the packet rate and bandwidth for performance evaluation. If the packet rate is above the defined threshold then the source is not allowed to send further packets by changing the forwarding logic in the flow table that maintained by switch.

In future, we will be implementing machine learning and deep learning approach for detection and prevention of such attacks using traffic logs. In SDN, multiple new attacks are also coming these days, so we are planning to implement a single stop reliable approach for all the attacks.
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